
 

 

 

 

 

COURSE REQUIREMENT 
SERIAL 

NO. 
SUBJECT TYPE CODE CREDIT 

1 PROFESSIONAL CORE MATHEMATICS (THEORY) MA11 51 

2 PROFESSIONAL CORE COMPUTER SCIENCE (THEORY) MA12 17 

3 PROFESSIONAL CORE LABORATORY MA13 10 

4 PROFESSIONAL ELECTIVE MATHEMATICS MA21 03 

5 PROFESSIONAL ELECTIVE COMPUTER SCIENCE MA22 04 

6 SEMINAR/DISSERTATION/PROJECT MA13 11 
7 COMPREHENSIVE VIVA VOCE MA14 04 

TOTAL 100 

PROFESSIONAL ELECTIVE – 01 

 

SERIAL 

NO. 

SUBJECT 

CODE 

SUBJECT L-T-P CREDIT 

1 MA62129 FUZZY LOGIC WITH 

APPLICATIONS 

3-0-0 3 

2 MA62130 DIFFERENTIAL GEOMETRY 3-0-0 3 

3 MA62131  NUMBER THEORY 3-0-0 3 

4 MA62132 CRYPTOGRAPHY 3-0-0 3 

5 MA62133 CODING THEORY 3-0-0 3 

6 MA62134 FLUID DYNAMICS 3-0-0 3 

7 MA62135 INTEGRAL AND DISCRETE 

TRANSFORMS 

3-0-0 3 

8 MA62136 THEORY OF RELATIVITY  3-0-0 3 

9 MA62137 WAVELETS: THEORY AND 

APPLICATIONS 

3-0-0 3 

10 MA62138 ALGEBRAIC TOPOLOGY 3-0-0 3 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CORE ELECTIVE(COMPUTER SCIENCE) – 02 
 

SERIAL 
NO. 

SUBJECT 
CODE 

SUBJECT L-T-P CREDIT 

1 MA62139 Theory of Computation 4-0-0 4 

2 MA62140 Data Ware Housing 4-0-0 4 

3 MA62141 Artificial Intelligence 4-0-0 4 

4 MA62142 Java Programming 4-0-0 4 

5 MA62143 Simulation And Modelling 4-0-0 4 

6 MA62144 Operating System 4-0-0 4 

7 MA62145 Computational Finance 4-0-0 4 

8 MA62146 Mathematical Epidemiology 4-0-0 4 

9 MA62147 Software Engineering 4-0-0 4 

10 MA62148 Embedded System 4-0-0 4 

11 MA62149 Digital Image Processing and 

Analysis 
4-0-0 4 

12 MA62150 Mobile Computing 4-0-0 4 

13 MA62151 Wireless Sensor Network Theory 4-0-0 4 

14 MA62152 Cloud Computing 4-0-0 4 

15 MA62153 Data Mining  4-0-0 4 



DETAILED SYLLABUS 

FIRST SEMESTER 

 

MA51101:    REAL ANALYSIS  (4-0-0) 

Pre Requisites : Differential Calculus, Integral Calculus, Mathematical Analysis 

Course Objectives :   

1. To learn the basic concepts involving real numbers. 

2. To learn the basic concepts of measure theory and integration. 

3. To learn the concepts related to Banach Spaces and LP Spaces 

4. To get enlightened with the concepts of compact spaces and associated results. 

Course Details: 

Unit – I (10  HOURS) 

Axiom of Real Numbers, The Extended Real Numbers, Sequence of Real Numbers, Open 

and Closed Sets of Real Numbers, Continuous Functions, Borel Sets. 

 

Unit – II (10  HOURS) 

Lebesgue Measure and Integral: Introduction, Outer measure, Measurable sets and 

Lebesgue measure, A non-measurable set, measurable function. The Riemann integral, The 

Lebesgue integral of a bounded function over a set of finite measure. The integral of a non-

negative function. The general Lebesgue integral. 

 

Unit - III (10 HOURS) 

Differentiation and Integration: The classical Banach spaces Differentiation of monotone 

function, Functions of bounded variation, Differentiation of an integral, Absolute Continuity. 

LP spaces: The Holder and Minkowski’s inequalities and completeness, Bounded linear 

functional on the LP spaces. 

 

Unit - IV (10 HOURS) 

Metric Spaces: Introduction, Open and Closed Sets, Continuous Functions and 

Homeomorphisms, Convergence and Compactness, Uniform Continuity and Uniformity, 

Subspaces 

Unit - V (10 HOURS)  

Compact Metric Spaces, Baire Category, The Ascoli-Arzoli Theorem, Compact Spaces, 

Countable Compactness and the Bolzano-Weierstrass Property, Products of Compact Spaces, 

Locally Compact Spaces, Sigma Compact Spaces, Manifolds, The Stone-Weierstrass 

Theorem 

Text Book:  

1.  Real Analysis,  H. L. Royden, Prentice Hall of India, New Delhi, 3rd Edition, 1988, 

Chapters:  2, 3 (1 to 5), 4 (1 to 4), 5(1 to 4), 6 (except 4), 7, 9 (except 6 and 8). 

 



Reference Books:  

1. Real and Complex Analysis, Walter Rudin, Mcgraw Hill International Editions, 

3rd Edition, 1987. 

2. Principles of Mathematical analysis, Walter Rudin, Mcgraw Hill, Third Edition,1976 . 

3. Principles of Real Analysis, Charalambos D. Aliprantis, Elsvier Science, 3rd 

Edition, 2016. 

4. A First Course in Real Analysis, J.M. Howie, Springer, 2001. 

5. Real Analysis, F. Morgan,  AMS Bookstore, 2005. 

6. Measure Theory and Integration, G. D. Bara, New Age International (P) Limited, 

Publishers, First Edition, Reprint 2000 

Course Outcomes: After completing the course one 

CO1:  learns the basic concepts involving real numbers. 

CO2: comprehends the basic concepts measure theory and integration. 

CO3: gets enlightened with the concepts related to Banach Spaces and LP Spaces 

CO4: gets enlightened with the concepts of compact Spaces and associated results. 

 

MA51102:   PROBABILITY AND STOCHASTIC PROCESSES (4-0-0) 

Prerequisites : Permutations and combinations, Differential and Integral Calculus.  

Course Objectives:  

1. To introduce the fundamental concepts of probability distributions. 
2. To make students aware of  some of the readily applied probability distributions such as 

Bivariate and Multivariate Normal Distributions and the Exponential family of 
distributions etc. 

3. To introduce the concept of Stochastic Process 
4. To introduce the concept of Queuing Theory 

 

Course Details: 

UNIT-I (10 HOURS) 

Random Variables: Introduction, Function of Random variables, moments and generating 

functions. Multiple Random Variables: Independent random variables, functions of several 

random variables, Covariance, Correlation and moments, conditional Expectation. 

 

UNIT-II (10 HOURS) 

Some Special Distributions: The Bivariate and Multivariate Normal Distributions. The 

exponential Family of distributions. Limit Theorems: Modes of convergence, the weak law of 

large numbers, Strong Law of Large numbers, Limiting Moment generating functions, central 

limit theorems 

 

UNIT-III (10 HOURS) 

Stochastic processes: Definition with examples, Markov chains, Chapman Kolmogorov 

equations, Classification of states, Limiting probabilities. 

 

 



UNIT-IV (10  HOURS) 

Some applications: The  gambler’s Ruin problem Continuous-time Markov chains. Birth-

and-death processes, transition probability function Limiting Probabilities. 

 

Unit - V (10 HOURS) 

Queuing Theory:  Introduction, Describing a Queuing System, Birth – and – Death Process 

Models, Embedded Markov Chain systems, Priority Queuing System, Finite Population 

Models, Jackson Networks. 

 

Text Books:  

 1. An introduction to Probability and Statistics by V. K. Rohatgi and A.K. Md. Ehasanes 

Saleh, John Wiley and Sons, Second Edition, 2006, Chapters- 3, 4 (4.1-4.6), 5, 6, 7 (7.1-7.4) 

2. An introduction to Probability Models by Sheldon M. Ross, Academic Press Harcourt 

India Private Limited, 7th Edition, 2001.  Chapters- 4 (4.1-4.5.1), 6 (6.1-6.5). 

3. Probability, Statistics and Queuing Theory with Computer Science Applications, Arnold Allen,    

    Elsevier India Pvt. Ltd., New Delhi, 2nd Edition, 2005.   Chapters:  5(5.0 – 5.4), (6.0 – 6.2) 

 

Reference Books:  

 
1. Probability and Statistics for Engineers, Jay L. Devore, Cengage Learning, India Edition, 2008. 

2. Probability and Statistical Inference, Robert V. Hogg, Elliot A. Tanis, Jagan Mohan Rao, Pearson 

Education, Seventh Edition, 2006. 

3. Probability, Statistics and Random Processes, T. Veerarajan, Tata McGraw-Hill Publishing 

Company Limited, New Delhi, Third Edition, 2008. 

4. Introduction to Probability and Statistics, William Mendenhall, Robert J. Beaver & Barbara M. 

Beaver, CENGAGE Learning India Pvt. Ltd., New Delhi, 13th Edition, 2009.  

5. Fundamentals of Mathematical Statistics, S. C. Gupta and V. K. Kapoor, Sultan chand and Sons, 

11th Revised Edition, 2002.  

6.  Probability & Statistics for Engineers & Scientists, Ronald E. Walpole, Raymond H. Myers, 

Sharon L. Myers, and Keying Ye, Pearson Education, Eight Edition, Third Impression, 2009. 

7. Stochastic Processes Sheldon M. Ross, Wiley India Pvt. Ltd. 2nd Edition (Wiley Student 

Edition), Reprint 2013.   

8. Probability & Statistics with Reliability, Queuing Theory and Computer Science Applications, 

Kishor S. Trivedi, Wiley India Pvt. Ltd. 2nd Edition (Wiley Student Edition), Reprint 2003.   

 

Course Outcomes: On completion of this course one 
CO1: learns the fundamental concepts of probability distributions. 
CO2: becomes aware of some of the readily applied probability distributions such as 
Bivariate and Multivariate Normal Distributions and the Exponential family of 
distributions etc. 

       CO3: Comprehend the Introductory concepts of the Stochastic Process 

       CO4: Comprehend the Introductory concepts of the Queuing Theory 
 
 
 
 
 
 
 

 



 

MA51103: DISCRETE MATHEMATICS (4- 0 - 0) 

Prerequisites: Elementary Mathematics of 10+2 standard.  

Objectives:  

1. To make students aware of various discrete structures and objects such as POSETS, Graphs,  
Trees, algebraic structures such as semi groups and groups etc. and their applications 

2.  To develop mathematical temperament and background in abstraction, notation, and critical 
thinking for the mathematics most directly related to computer science.  

3.  To make students aware of counting techniques such as permutations, combinations, generating 
functions and recurrence relations. 

Course Details: 

Unit I (10  HOURS) 

Logic and Relations:                                                                                             

Logic: Propositions and logical Operations, Conditional statements; Predicate Calculus-First order 

logic, universal and existential quantifiers; Proof Techniques- methods of proof, Mathematical 

induction. [T1] 

Relation and Diagraphs- Properties of relations, composition of relations, closure operation on 

relations, equivalence relations and partitions, paths in relation and diagraphs, Operations on 

relations, Transitive closure and Warshall’s Algorithm.  Partial ordered sets (POSET), Hasse 

diagram, External elements of partially ordered sets, Lattices. [T1] 

Unit II (10  HOURS) 

Graph Theory:  

What is a graph? Matrices and Isomorphism, Special Graphs, Paths, Cycles and Trails, 

Connected Graphs, Bipartite Graphs, Eulerian paths circuits, Hamiltonian paths and circuits, 

Fleury’s algorithm, Planar Graphs. Embedding and Eulers formula, Colouring of Graphs. [T2]

  

Unit III (10  HOURS) 

 Trees and Networks:                                                                              

Trees-Basic Properties, Depth first search (DFS) and Breadth first search (BFS) Algorithms, 

Minimal spanning tree, Shortest path problem, Kruskal’s Algorithm, Prim’s Algorithm, 

Dijkstra’s Algorithm. Network Flow Problem, Ford-Fulkerson Algorithm, Max-Flow-Min-

Cut Theorem. [T2]  

 

Unit – IV (10  HOURS)                                                                                                     

Boolean Algrebra and Formal Language: Algebraic systems, Lattices, Distributive and 

Complemented Lattices, Boolean Lattices and Boolean Algrebra, Boolean Functions and 

Boolean Expressions. [T1] 

 

Unit – V  (10  HOURS)                                                                                          

Modeling Computation: Languages and Grammars and Languages, Finite state machines 

with output, finite state machines with no output, language recognition, Turing machines. [T1] 



 

Text Books: 

1. Discrete Mathematics and Its Applications With Combinatorics and Graph Theory, Kenneth H. Rosen, 

Tata McGrawHill Education Private Limited, New Delhi, Seventh Edition, Third Reprint, 2012.  

            Chapters: 1, 5 (5.1), 9, 12, 13 

2. Introduction to Graph Theory, Douglas B. West, Prentice-Hall of India Pvt. Ltd.,  

      New Delhi, Second Edition, 2003.   

     Chapters: 1-Sections: 1.1 (up to and including 1.1.40), 1.2 (Up to and including  

     1.2.27),  1.3(Up to and including 1.3.6), 2-Sections: 2.1 (Up to and including 2.1.13),   

     2.3(2.3.1-2.3.8),  4- Sections: 4.1 (4.1.1, 4.1.2, 4.1.7 to 4.1.11), 4.3(Upto  Including  

     4.3.11), 5 – Section: 5.1 (Up to including 5.1.21), 6: Section 6.1 (Up to and including  

     6.1.13, 6.1.21 to 6.1.24), 7 – Section 7.2 (7.2(Up to Including 7.2.19)). 

 

Reference Books 

1. Discrete Mathematical Structures , Bernard Kolman, Robert Busby, Sharon C. Ross,  Pearson 

Education Inc., New Delhi. / Prentice Hall of India (PHI) Pvt. Ltd., New Delhi, Sixth Edition, 

2009.  

2. Discrete Mathematics for Computer Scientists and Mathematicians by Joe L. Mott, 

Abraham Kandel and Theodore P. Baker, Prentice-Hall of India Private Limited, New 

Delhi, Second Edition, 2000.  

3. Elements of Discrete Mathematics, C. L. Liu and D. Mohaptra, Tata McGraw Hill 

Education, New Delhi, Third Edition, 2008.  

4. Discrete and Combinatorial Mathematics, Ralph P. Grimaldi,  Pearon  Education, New 

Delhi, Fifth Edition, 2005.  

5. Discrete Mathematics, Norman L. Biggs, Oxford University Press, Second Edditon, Tenth 

Impression, 2010. 

6. Discrete Mathematics and Applications, Thomas Koshy, Second Edition, Elsevier 

Publication (India), New Delhi.  

7. A First look at Graph Theory, John Clark and Derek Allan Holton,  Prentice Hall. 

8. Mathematical Structure for Computer Science,   A modern treatment to Discrete    

Mathematics,  J.L. Gersting, W. H. Freeman and Macmillan (India), Fifth / Sixth Edition 

(Asian Student Editions), 2008. 

9. Discrete Mathematical Structures, D. S. Malik and M. K. Sen, CENGAGE Learning India 

     Pvt. Ltd., New Delhi, First Edition, 2005. 

10.   Discrete Mathematics, Richard Johnsonbaugh, Pearson Education Inc., New Delhi, Seventh 

      Edition, 2010. 

11. Discrete Mathematics with Proof, Eric Gossett, Wiley India, Second Edition, 2010 

     (Reprint). 

 

Course Outcome  

Upon successful completion of this course, students will:  

CO1:   Construct mathematical arguments using logical connectives and quantifiers.  

CO2:   Verify the correctness of an argument using propositional and predicate logic and truth tables.  

CO3:   Use graphs and trees as tools to visualize and simplify situations.  

CO4:   Get enlightened with the fundamental concepts of Boolean Algebra 

CO5:   Get enlightened with the notion of Formal Language and grammar.  

 



MA51104: COMPLEX ANALYSIS (3-0-0) 

Pre Requisites: Differential Calculus, Integral Calculus, Mathematical Analysis 

Course Objectives:   

1. To learn the basic concepts involving Complex Analytic Functions. 

2. To learn the basic concepts involving Conformal Mapping.. 

3. To learn the concepts and some important results related to Complex Integration 

4. To learn the concepts and some important results related to Complex Power 

Series and Singularity. 

 

5. To get enlightened with the concepts of Residue and its applications in  

evaluation of integration involving real and complex valued functions.  

 

Unit -I (8 HOURS) 

Analytic Function Analytic function, Cauchy Riemann Equations, Zeros of analytic 

function, Sequences and Series  

 

Unit -II (8 HOURS) 

Conformal Mapping: Analytic functions as mappings, Mobius transformations, Conformal 

mappings, Conformal Mapping theorem, 

 

Unit -III (8 HOURS)  

Complex Integration: The index of a closed curve, Cauchy’s theorem and integral formula, 

Morera’s theorem, Lioville’s  theorem, Fundamental theorem of Algebra, zeros, 

Goursat Theorem. Classification of Zeroes, Taylor Series, Uniform Convergence, Power 

Series 

Unit -IV (8 HOURS) 

Singularity: , singularities, poles, absolute convergence, Laurents series development,   

Argument Principle, Maximum modulus theorem, Minimum modulus theorem, Hadamard 

three circle theorem, Schwarz’s Lemma, Rouche’s theorem,  

Unit -V (8 HOURS) 

Residue Integration: Calculation of residues, Residue theorem, Evaluation of integrals of 

the form                                                          

                                   

 

Text Books: 
1. Functions of One complex variable - J. B. Conway, Springer International Student 

Edition/Narosa Publishing House, Second Edition, 1979. 

             Chapter - III (1-3), IV (2-5, 7,8), V (1-3), VI  

2. Complex Variables and Applications, J.W. Brown and R.V. Churchill, Mcgraw-Hill  

Education, Eighth Edition, Fourth Reprint, 2015.. 

Chapters- 5, 7, 8, 9 

 

 

 



Reference Books: 

1.  Complex Analysis, L. V. Ahlfors, McGraw Hill Book Company, Third Edition, 1979  

2. Complex Analysis,  Serg Lang, Sringer, 4th Edition, 1909. 

3. Foundations of Complex analysis, S. Ponnusamy (Second Edition), Narosa Publishing  

    House, 2002.  

4. Real and Complex Analysis, Walter Rudin, McGraw Hill International Editions, 3rd 

Edition, 1987. 

5. Advanced Engineering Mathematics, Erwin Kreyszig, john Willy and Sons, 8th Edition,  

1998.  

 

Course Outcome:  

 

On completion of the course one  

CO1:  learns the basic concepts involving Complex Analytic Functions. 

CO2:   learns the basic concepts involving Conformal Mapping.. 

CO3:  learns the concepts and some important results related to Complex Integration 

CO4:    learn the concepts and some important results related to Complex Power Series and 

Singularity. 

CO5:  get enlightened with the concepts of Residue and its applications in evaluation of 

integration involving real and complex valued functions  

 

MA51105: Database Management System (3-0-0)  
Pre Requisites:  Relations and Functions, Fundamentals of Matrices 

Course Objectives:   

1. To learn the basic concepts involving Database Characteristics and The Relational 

model. 

2. To learn the basic concepts involving Database Design. 

3. To learn the methods involving Storage Strategies and file organizations 

4. To learn the concepts related to Query Processing and Optimization. 

5. To  get   introduced to  Transaction processing concepts.   
6. To learn advanced concepts such as data mining and data warehousing. 

Unit I (8 HOURS)  

Introduction: Data & Information, Evolution of Database Systems, Overview of a DBMS, 

Database System Concepts & Architecture - Data models, schemas and instances, Data 

Abstraction, Data Independence, Database languages and interfaces.  

Database Characteristics: Data modeling using Entity - Relationship (ER) Model: Entity 

sets, attributes and keys, Relationship types, sets, roles and structural constraints, Weak 

Entity types. Data Models: Relational, Network, Hierarchical and Object Oriented.  

The Relational model: Relational data model concepts, Codd’s 12 rules, Relational model 

constraints and schemas, Relational Algebra and Relational calculus, Constraints on 

Relations, Relational database design by ER & EER to Relational Mapping, Database 

Language SQL & QBE. SQL Programming Techniques: Constraints and Triggers, Views and 

Indexes, SQL in Server Environment.  
 

 

 

 



Unit II (8 HOURS)  
Database Design: Data dependency, Armstrong’s Axioms, Functional dependencies and 

Normalization of Relational Databases, First, Second and Third Normal forms, Boyce-Codd 

Normal form (BCNF), Relational Database design Algorithms and further dependencies, De-

normalization  

 

Unit III (8 HOURS) 
Storage Strategies and file organizations: Disc Storage, Basic File Structures and Hashing, 

Indexing structures for files, multi-level indexing using B-trees and B
+

-trees.  

Query Processing and Optimization: Evaluation of Relational Algebra Expressions, Query 

Equivalence, Join strategies, Query Execution, Query Compiler, and Query Optimization 

Algorithms.  
 

Unit IV  (8 HOURS)  

Transaction processing concepts: Introduction to Transaction Processing concepts and 

Theory, ACID Properties, concurrency control, Serializability and Recoverability, Database 

recovery techniques - Shadow paging, ARIES recovery algorithm, Database Security. 

Deadlock: Detection, Avoidance and Recovery.  

 

Unit V  (8 HOURS)  

 

Outline of: Information Integration, Data Mining, Data Warehousing and OLAP, Database 

Systems and the Internet, Search Engines, Semi-structured Data Model, XML and Web 

Databases, Object & Object Relational Databases, Distributed Databases, Deductive 

Databases, Mobile Databases, Multimedia Databases, GIS.  
 

Text Books:  
1. Database Systems Concepts,  Abraham Silberschatz, Henry F. Korth and S. 

Sudarshan, Fifth  Edition (2006), McGraw-Hill Education , New Delhi ,  

Chapters – 1 – 6, 9, 11, 13-16 

 

Reference Books:  
1.    Fundamentals of Database Systems, Ramez Elmasri and Shamkant B. Navathe, Fifth  

   Edition (2007) , Pearson Education Inc., New Delhi.  

2.  Fundamentals of Database Management System – Mark L. Gillenson, 2nd  edition,  

              2011, Wiley India  

3. An introduction to Database System – Bipin Desai, 2012, GALGOTIA 

            Publications  Pvt. Ltd.-NEW DELHI 

4.  Database System: Concept, Design & Application by S.K.Singh, 2009, Pearson  

              Education India  

5. Database Modeling and Design: Logical Design by Toby J. Teorey, Sam S.  

         Lightstone, and Tom Nadeau, 4th Edition, 2005, Elsevier India Publications, New Delhi. 

6. Database Systems: The Complete Book by Hector Garcia-Molina, Jeffrey D. Ullman,  

             Jennifer Widom, 2013, Pearson Education Limited 

 
Course Outcomes: On completion of the course one 

CO1: learns the basic concepts involving Database Characteristics and The Relational model. 

CO2: learns the basic concepts involving Database Design. 

CO3: learns the methods involving Storage Strategies and file organizations 

CO4: learns the concepts related to Query Processing and Optimization. 

                                             CO5:  gets   introduced to  Transaction processing concepts.   
                   CO6: learns advanced concepts such as data mining and data warehousing. 

 
 

https://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22Hector+Garcia-Molina%22
https://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22Jeffrey+D.+Ullman%22
https://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22Jennifer+Widom%22


 MA51106 : C++ and Data Structure (3-0-0) 
 

Pre Requisites :  Computer Fundamentals, Programming in C. 

Course Objectives :   

1. To learn the basic concepts introductory concepts and syntax of C++. 

2. To learn the basic concepts involving Abstraction mechanism. 

3. To learn the methods involving Polymorphism. 

4. To learn the concepts related to Operator Overloading. 

5. To get   introduced to Basic Concepts of Data Structures.   
 
 

Unit I (8 HOURS) 
 
Basic Concepts of Object Oriented Programming; Beginning with C++; Token, 
Expressions and Control Structures. 
 
Unit II (8 HOURS) 
 
Functions in C++ and Classes and Objects. 
 
Unit III (8 HOURS) 
 
Constructors and Destructors and Operator Overloading and Type Conversions 
 
Unit IV (8 HOURS) 

 
Inheritances: Extending Classes.  
 
Pointers, Virtual functions and Polymorphism 
 
Unit V (8 HOURS) 
 
Introduction to Data Structures, Analysis of Algorithms, Arrays, Stacks and Queues, Linked 

List.  

 
Text Books: 

 

1. Object Oriented Programming with C++ by E. Balagurusamy, McGraw-Hill  Education (India),  

Sixth edition, 2013, Chapters 1 - 9. 
 

2. Data Structures and Algorithms Concepts, Techniques and Applications, G.A. 
Vijayalalakshmi Pai, Tata McGraw ï Hill Publishing Company Limited, New Delhi, 2008. 
Chapters – 1- 6. 
 

Reference Books:  

 

1. Object Oriented Programming with ANSI and Turbo C++ - Ashoke N. Kamthane,  Pearson  

Education, First Edition, 2011.  

2.  Object Oriented Programming in C++, Robert Lafore, SAMS, 4th  edition,  2001. 

3. C++: The Complete Reference- Herbert Schildt, McGraw-Hill Education (India), 4th Edition, 

2003.  

4.  Object-Oriented Programming with C++, David Parsons, Cengage Learning, 2nd edition,  2000. 

5. C++ Primer plus,  Stephen Prata, Pearson Education, 6th edition, 2012. 



6.  Mastering C++ - K.R. Venugopal, Rajkumar Buyya,  McGraw-Hill Education, 2nd edition, 

2013.  

7. The C++ Programming Language, Bjarne Stroustrup, Pearson Education, Third Edition,  

2004. 

8. C++ Primer, Stanley B.Lippman, Jove Lajoie, Pearson Education, Asia, Fourth Edition, 2007. 

9. Schaum’s Outline Series – Theory and Problems of Data Structures, Seymour Lipschutz, Tata 

Mcgraw – Hill, 2002. 
 
 

 
Course Outcomes: On completion of this course one 
 

CO1: learns the basic concepts introductory concepts and syntax of C++. 

CO2: learns the basic concepts involving Abstraction mechanism. 

CO3: learns the methods involving Polymorphism. 

CO4: learns the concepts related to Operator Overloading. 

CO5: gets   introduced to  Basic Concepts of Data Structures.   
 
 
 

MA51007 : C++ and Data Structure Laboratory  

 
Course Objectives:   

1. To be able to write programming on the basic concepts introductory concepts and 

syntax of C++. 

2. To be able to write programming involving Abstraction mechanism. 

3. To be able to write programming involving Polymorphism. 

4. To be able to write programming involving Operator Overloading. 

5. To be able to write programming involving Dynamic memory management and  
              Template.   

 
 

1. Programs on concept of classes and objects. (1 class)  
 
2. Programs using inheritance. (1 class)  
 
(i) Single inheritance  

(ii) Multiple inheritances  
(iii) Multi level inheritance  
(iv) Use of virtual base classes  
 

3. Programs using static polymorphism. (1 class) 
      (i) Function overloading  

(ii) Ambiguities while dealing with function overloading  
 

4. Programs on dynamic polymorphism. (1 class)  
      (i) Use of virtual functions  

(ii) Use of abstract base classes  
 

5. Programs on operator overloading. (1 class)  
 
      (i) Operator overloading using member operator functions.  

(ii) Operator overloading using non member operator functions.  
(iii) Advantages of using non member operator functions.  



6. Write a C program to perform matrix multiplication using array.  
 
7. (a) Write a C program to create a stack using an array and perform  

(i) push operation (ii) pop operation  

(b) Write a C program to create a queue and perform  

i) Push ii) pop iii) Traversal  

 
8 Write a C program that uses Stack operations to perform the following:  

i) Converting infix expression into postfix expression  

       ii) Evaluating the postfix expression 

 
9. Write a C program that uses functions to perform the following operations on Single linked list:  

i) Creation ii) Insertion iii) Deletion iv) Traversal in both ways  

 
10. Write a C program that uses functions to perform the following operations on Double linked list:  

Creation ii) Insertion iii) Deletion  

 
 
 

Course Outcomes: On completion of this course one 
 

CO1: can write programming involving the basic concepts introductory concepts and syntax of 

C++. 

CO2 can write programming involving the basic concepts involving Abstraction 

mechanism. 

CO3: can write programming involving the methods involving Polymorphism. 

CO4: can write programming involving the concepts related Operator Overloading. 

CO5: can write programming involving  Basic concepts of Data Structure.   
  
 

Reference Books:  
 
1. Object Oriented Programming with ANSI and Turbo C++ - Ashoke N. Kamthane, Pearson 

Education, First Edition, 2011.  

2. Object Oriented Programming in C++, Robert Lafore, SAMS Object Oriented  

Programming with C++ by E. Balagurusamy, McGraw-Hill , 4th  edition,  2001.  

3. Mastering C++ - K.R. Venugopal, Rajkumar Buyya, McGraw-Hill Education, 2nd 

edition, 2013. 

4. Data Structures and Algorithms Concepts, Techniques and Applications, G.A. 
Vijayalalakshmi Pai, Tata McGraw ï Hill Publishing Company Limited, New Delhi, 2008.  
5. Schaum’s Outline Series – Theory and Problems of Data Structures, Seymour Lipschutz, 

Tata Mcgraw – Hill, 2002. 

 
Programs on  

MA51208: Database Managements System Lab 
 

Course Objectives:   

1. To write code involving SQL. 

2. To write code involving Packages, Database triggers, procedures and functions. 

3. To write code involving Data recovery using Check point technique 

4. To write code on ODBC. 

5. To write code  involving Concurrency   
 



 
1. Use of SQL syntax: insertion, deletion, join, updation using SQL. (1 class)  
 
2. Programs on join statements and SQL queries including where clause. (1 class)  
 
3. Programs on procedures and functions. (1 class)  
 
4. Programs on database triggers. (1 class)  
 
5. Programs on packages. (1 class)  
 
6. Programs on data recovery using check point technique. (1 class)  
 
7. Concurrency control problem using lock operations. (1 class)  
 
8. Programs on ODBC using either VB or VC++. (1 class)  
 
9. Programs on JDBC. (1 class)  
 
10. Programs on embedded SQL using C / C++ as host language. (1 class)  

 

 
 Reference Books:  

 
1. Database System Concepts by Avi Silberschatz, Henry F. Korth, S. Sudarshan, 6th 

Edition, 2010, (McGraw-Hill Education)  

2. Fundamentals of Database System By Ramez Elmasri &  Shamkant B. Navathe, 4th Edition, - 

Pearson Education  

 

Course Outcomes:  On completion of the course one is able to  

CO1: write code involving SQL. 

CO2: write code involving Packages, Database triggers, procedures and functons. 

CO3: write code involving Data recovery using Check point technique 

CO4: write code on ODBC. 

              CO5: write code involving Concurrency   

 
 
 
 
 
 
 
 
 
 
 
 



DETAILED SYLLABUS 

SECOND SEMESTER 

MA51109: Topology   (4-0-0) 

Pre Requisites : Mathematical Analysis, Real Analysis 

Course Objectives :   

1. To learn the basic concepts involving Topological Spaces. 

2. To learn the concepts of Homeomorphism, Metric Topology, Connected and 

Compact Spaces. 

3. To learn the concepts related to Banach Spaces and LP Spaces 

4. To get enlightened with the concepts of compact spaces and associated results. 

Course Details: 

Unit –I : (10 Hours) 

Countable and uncountable set, Infinite sets and the Axiom of choice, Well-ordered 

sets. Topological spaces, Basis and sub basis for a topology, the order, product and 

subspace topology, closed sets and limit points. 

 

 Unit –II : (10 Hours) 

Continuous function and homeomorphism, Metric topology, Connected spaces, 

connected subspaces of the real line, Components and local connectedness. 

 Compact spaces, Basic properties of compactness, Compactness and finite 

intersection property, Compact subspaces of the real line, Compactness in metric 

spaces. 

 

Unit –III : (10 Hours) 

Limit point compactness, Sequential compactness and their equivalence in metric 

spaces, Local compactness and one point compactification 

 

Unit –IV : (10 Hours) 

 First and second countable spaces, Lindeloôôf space, Separable spaces, separable 

axioms, Hausdorff, Regular and normal spaces.  

 

Unit –V : (10 Hours) 

The Urysohn lemma, completely regular spaces,   The Urysohn metrization theorem, 

Imbedding theorem, Tietn extension Theorem, Tychonoff theorem, Stone-Cech 

campactification.    

 

 

 



Text Book :            

    1. Topology, J.R. Munkhres, 2e, Pearson Education, 2000. 

     Chapter:  1(7,9,10),2(excluding section 22), 3, 4 (excluding section 36), 5. 

Reference  Book :          

1. Introduction to general Topology, by K.D.Joshi, New Age International Pvt. Ltd. Publishers, 

First Edition, 1983, Reprint, 2004. 

2. Foundation of General Topology, by William .J. Pervin, Academic Press INC. (London Ltd), 

First Printing, 1964; Second Printing, 1965. 

3. General Topology, by S.Nanda and S.Nanda, Oxford & IBH Publishing Co. Pvt. Ltd, 2nd 
Edition, 2014.    

4. Real Analysis,  H. L. Royden, Prentice Hall of India, New Delhi, 3rd Edition, 1988, 
Chapters:  2, 3 (1 to 5), 4 (1 to 4), 5(1 to 4), 6 (except 4), 7, 9 (except 6 and 8). 

5. Introduction to Topology and Modern Analysis, G. F. Simmons, Tata McGraw ï Hill Publishing 

Company Limited, New Delhi, First Edition, Ninth Reprint, 2004. 

6. A First Course in Topology,  John McCleary, American Mathematical Society,  2006 

7. Introduction to Topology, Colin Conrad Adams, Robert David Franzosa 

Pearson Prentice Hall, 2008 

8. Beginning Topology, Sue E. Goodman, American Mathematical Society, 2005 

9. Topology of Metric Spaces , S. Kumaresan, Narosa, Second Edition, Reprint, 2016. 

Course Outcomes: After completing the course one 

CO1:  learns the basic concepts involving real numbers. 

CO2: comprehends the basic concepts measure theory and integration. 

CO3: gets enlightened with the concepts related to Banach Spaces and LP Spaces 

CO4: gets enlightened with the concepts of compact Spaces and associated results. 

 

MA51110: Numerical Analysis  (3-0-0) 

Pre Requisites : Undergraduate level Numerical Methods, Differential Calculus, Integral 

Calculus, Mathematical Analysis, Ordinary Differential Equations 

Course Objectives :   

1. To learn the basic concepts related to errors in numerical approximations. 

2. To learn the methods of solving system of linear equations numerically. 

3. To learn some advanced interpolation concepts. 

4. To get enlightened with the concepts of solving ordinary differential equations by 

numerical methods. 

5. To get enlightened with the concepts of evaluating definite integrals by 

numerical methods. 

Course Details: 

Unit –I : (08 Hours) 

Approximation of functions: Weierstrass theorem and Taylor’s theorem, Minimax 

approximation problem, least square approximation problem 

. 

Unit - II (08 Hours)  
Numerical solution of systems of linear equations:  Gaussian Elimination, pivoting and 

scaling in  Gaussian Elimination, variants of Gaussian Elimination, Error analysis.  

 

http://www.amazon.in/s/ref=dp_byline_sr_book_1?ie=UTF8&field-author=John+Mccleary&search-alias=stripbooks
https://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22Colin+Conrad+Adams%22
https://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22Robert+David+Franzosa%22
http://www.amazon.in/s/ref=dp_byline_sr_book_1?ie=UTF8&field-author=Sue+E.+Goodman&search-alias=stripbooks


Unit - III (08 Hours) 
Hermite interpolation, Piecewise polynomial Interpolation (Cubic spline interpolation, B-

spline  curves).  

 

Unit - IV (8 Hours) 

Numerical methods for ordinary differential equation: Existence, uniqueness and stability 

theory, Euler’s method, multistep methods, midpoint methods, Trapezoidal method, low-

order predictor-corrector algorithm. 

.  
 

Unit – V (8 Hours) 
Numerical Integration: Corrected Trapezoidal rule and its error formula, Peano kernel error  

formulas, Newton- Cotes integration formulas, Gaussian quadrature. 

 
 

Text Books:  
An introduction to Numerical Analysis, Kendall E Atkinson, Wiley India Edition, 2nd 
Edition ï  2008.  
Chapter 3(3.6, 3.7), 4(4.1-4.5), 6(6.1-6.8), 5(5.1-5.4), 8(8.1-8.7), 9(9.1) 

.  

Reference Books:  

1. Numerical Methods and Analysis - James L. Buchanan and Peter R. Turner-
McGraw Hill-1992 

2. Elementary Numerical Analysis, Samuel Daniel Conte, Carl De Boor 
McGraw-Hill, 1981 

3. Introduction Methods of Numerical Analysis, S. S. Sastry, Prentice-Hall of India 
Pvt. Ltd., Fifth Edition, 2012 

4. Numerical Methods for Scientific and Engineering Computation, S. R. K. Iyengar, R. K. 
    Jain, Mahinder Kumar Jain, New Age International Publishers, 6th Edition, 2012. 
5. Numerical Analysis, Walter Gautschi, Birkhauser, 2nd Edition, 2012. 

 
Course Outcomes: After completing the course one 

CO1:  will have idea on introductory concepts involving approximations. 

CO2: will be able to solve system of linear equations by numerical methods. 

CO3: gets enlightened with the advanced interpolation techniques such as Hermite and and 

Spline Interpolation. 

CO4: gets enlightened with the concepts of solving ordinary differential equations by single 

steps finite difference methods. 

CO5: can evaluate definite integrals using numerical methods. 

MA51111: Advanced Calculus  (4-0-0) 

Pre Requisites : Differential Calculus, Integral Calculus, Mathematical Analysis, Real Analysis 

Course Objectives :   

1. To learn the basic concepts involving derivatives of scalar and vector fields. 

2. To learn the basic concepts of path and line integrals. 

3. To learn the concepts of double integrals and its applications. 

4. To get enlightened with the concepts of surface and volume integrals and some 

important results involving them such as Stoke’s and divergence theorems. 

5. To learn the fundamental concepts on variational calculus. 

 

https://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22Samuel+Daniel+Conte%22
https://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22Carl+De+Boor%22


Course Details: 

Unit –I : (10 Hours) 
Derivative of a scalar field with respect to a vector, Directional derivative, Gradient of a 

scalar field, Derivative of a vector field, Matrix form of the chain rule, Inverse function 

theorem and Implicit function theorem. 

 

Unit –II : (10 Hours) 
Path and line integrals, The concept of a work as a line integral, Independence of path, The 

first and the second fundamental theorems of calculus for line integral, Necessary condition 

for a vector field to be a gradient. 

 

Unit –III : (10 Hours) 
Double integrals, Applications to area and volume, Green's Theorem in the plane, Change of 

variables in a double integral, Transformation formula, Change of variables in an n-fold 

integrals. 

 

Unit –IV : (10 Hours) 
The fundamental vector product, Area of a parametric surface, Surface integrals, The 

theorem of Stokes, The curl and divergence of a vector field, Gauss divergence theorem, 

Applications of the divergence theorem. 

 

Unit –V (10 Hours) 
Calculus of variation:  Variation of a functional, Euler-Lagrange equation. Variational problems 

with fixed boundaries, variational problem with Moving boundaries, sufficient conditions for an 

extremum, direct methods in variational problem.  

 

Text Book: 

1. Calculus vol. II, . T. M. Apostol, John Wiley and Sons,Inc., 2nd edition, 2007. 

   Chapter 1 : Sections 8.1 to 8.22 

   Chapter 2: Sections 10.1 to 10.11 and 10.14 to 10.16 

   Chapter 3: Sections 11.1 to 11.5 and 11.19 to 11.22 and 11.26 to 11.34. 

   Chapter 4: Sections 12.1 to 12.15, 12.18 to 12.21 

    

 2. Calculus of variations with applications, A.S. Gupta,  PHI, 1st edition, 2004. 

   Chapter-1(1.1-1.6),2(2.1-2.3),3(3.1-3.6),4(4.1-4.2).  

3. Mathematical Analysis, T. M. Apostol, Narosa publishing house, 2nd edition, 1996. 

Chapter – 13 (13.3, 13.4) 

 

Reference Books : 
1. Principles of Mathematical Analysis, W. Rudin, McGraw Hill, 3rd edition, 1976. 

2. Undergraduate Analysis, S. Lang, Springer & Verlag,  Edition: 2nd ed. 1997. Corr. 4th printing 2005, 

2004 

 

3. A course in multivariable calculus and analysis, Undergraduate Texts in Mathematics, Sudhir 

R. Ghorpade, Balmohan V. Limaye, Springer, New York, Springer International Edition, New 

Delhi, 2010. 

4. Functions of several variables, Undergraduate Texts in Mathematics, Fleming, Wendell,  

Springer-Verlag, New York-Heidelberg, Second edition, 1977.  

5. Basic Multivariable Calculus, J.E. Marsden, A. Tromba, and A.Weinstein, Springer-Verlag, 

1992. 

6. Advanced Differential Calculus of Several Variables, Subir Kumar MUkherjee, Academic 

Publishers, Second Edition, 2012. 

 

 



 

Course Outcomes: After completing the course one 

CO1:  learns the basic concepts involving derivatives of scalar and vector fields.. 

CO2: comprehends the concepts involving path and line integrals. 

CO3: gets enlightened with the concepts of double integrals and its applications. 

CO4: gets enlightened with the concepts of surface and volume integrals and some 

important results involving them such as Stoke’s and divergence theorems. 

CO5: gets enlightened with the fundamental concepts on variational calculus. 

 

MA51112: Linear Algebra  (3-0-0) 

Pre Requisites :  Basics of Matrices and Determinants 

Course Objectives :   

1. To learn the basic concepts involving Linear Equations and Vector Space. 

2. To learn the basic concepts of Linear Transformations. 

3. To learn the concepts related to Cannonical Forms 

4. To get enlightened with the concepts of The Rational and Jordarn Forms. 

5. To get enlightened with the concepts of Inner product spaces. 

 
 

Course Details: 

Unit I (08 Hours)  Linear Equations and Vector Space: Fields,  Systems of Linear Equations, 
Matrices and Elementary Row Operations, Row Reduced Echelon Matrices, Matrix 
Multiplication, Invertible Matrices, Vector Spaces, Subspaces, Bases and Dimension, 
Coordinates, Summery of row equivalence, Computations Concerning Subspaces. 
 
 Unit II (08 Hours)  Linear Transformations Linear transformations, The Algebra of Linear 
transformations , Isomorphism, Representation of Transformations by Matrices, Linear 
Functionals, The Double Dual, The transpose of Linear Transformation.  
 
Unit III (08 Hours)  Elementary Cannonical Forms: Characteristic Values, Annihilating 
Polynomials,  Invariant Subspaces, Simultaneous Triangulation, Simultaneous Diagonalization, 
Direct Sum Decompositions, Invariant Direct Sums, The Primary Decomposition Theorem.  
 
Unit IV (08 Hours)  The Rational and Jordarn Forms: Cyclic Subspaces and Annihilators, Cyclic 
Decompositions and the Rational Form, The Jordarn Form, Computation of Invariant Factors, 
Semi Simple Operators.  
 
Unit V (08 Hours)  Inner product spaces: Inner product, Inner Product Spaces, Linear 
Functionals and Adjoints, Unitary Operators, Normal Operators, Forms on Inner Product Spaces, 
Positive Forms, More on Forms, Spectral Theory, Further Properties of Normal Operators.  
 
Text Books:  
 
1. Linear Algebra, Kenneth Hoffman, Ray Kunze,  Prentice-Hall India. 2nd Edition, 2014. 

Chapters: 1, 2, 3, 6, 7, 8, 9. 
 

        



 
 
 
 Reference Books:  
 

1. Linear Algebra, Serge Lang, Springer-New York, 3rd Edition, 1987. 
       2. Finite Dimensional Vector Spaces, P.R. Halmos,  Springer-New York, 1st Edition, 1987, Reprint  
           2011.  
       3. Topics in Algebra, I.N. Herstein, Wiley India Pvt. Ltd, 2nd Edition, 2006.  
       4 . Linear Algebra-A Geometric Approach, S. Kumaresan,  1st Edition, Prentice Hall of India, 2000  
       5. Linear Algebra, J. B. Fraleigh & R.H. Beauregard,  Addison Wesley, 3rd Edition, 1994. 
       6. Linear Algebra, Henry Helson, Hindustan Book Agencies, Second Edition,  1994. 
       7. Linear Algebra, Done Right and Sheldon Axler, Springer, Second Edition,  1997  
       8. Linear Algebra and its Application, David C. Lay, Steven R. Lay, Judi J. McDonald,  Pearson Education, 
           2014. 
       9. Linear Algebra and Its Applications, Gilbert Strang, Cengage India, Fourth Edition, 2006.  
 
 
On Completion of the course one 

  CO1:  learns the basic concepts involving Linear Equations and Vector Space. 

  CO2: learns the basic concepts of Linear Transformations. 

   CO3: learns the concepts related to Cannonical Forms 

   CO4:  gets enlightened with the concepts of The Rational and Jordarn Forms. 

    CO5:  gets enlightened with the concepts of Inner product spaces. 

 

MA51113: Applied Statistics (3-0-0) 

 

Pre Requisites :  Elementary Statistics, Probability Theory. 

Course Objectives :   

1. To learn the basic concepts involving Fundamental of Sampling. 

2. To learn the basic concepts of One and Two Sample Estimation. 

3. To learn the concepts related to One and Two Sample Tests of Hypotheses  

4. To get enlightened with the concepts of Simple Linear Regression and 

Correlation. 

5. To get enlightened with the concepts of Multiple Linear Regression and Certain 
Non – Linear Regression Models. 
. 

 

Course Details: 

UNIT-I (8 Hours): Fundamental Sampling Distributions and Data Descriptions: 

Random Sampling ,some important statistics ,sampling distributions , sampling distributions 

of Means, sampling distribution of  S2, t, F distributions.  

 

 

 

https://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22David+C.+Lay%22
https://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22Steven+R.+Lay%22
https://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22Judi+J.+McDonald%22


UNIT-II (8 Hours): One and Two Sample Estimation Problems: 

Classical Methods of Estimations , estimating mean of a single Sample, standard Error of a 
point estimate, prediction intervals ,Tolerance limits , Estimating the difference between 
Two means of Two samples , Paired observations ,Estimating a proportion and variance of a 
single sample , Estimating the difference between two proportions of two samples, 
Estimating the ratio of Two variances, Maximum likelihood Estimations .  

UNIT-III (8 Hours): One and Two Sample Tests of Hypotheses: 

Statistical Hypothesis ,Testing of Statistical Hypothesis, one and two tailed test, Use of P – 
values for decision making in testing hypothesis, Test concerning a single mean when 
variance is known and unknown ,Confidence interval & relationship to Confidence interval 
estimations, Two Samples : Test on  Two means , Test on single  proportions, test on two 
proportions, one and two sample tests concerning variances, Goodness of Fit test, test for 
independence .  

 

UNIT-IV (8 Hours): Simple Linear Regression and Correlation: 

Introduction to Linear regression , The simple Linear regression models, Least square & 
Fitted models , properties of least square Estimators , inference concerning the regression 
coefficients , prediction , choice of regression models ,analysis of Variances approach, , 
simple linear regression case study, Correlation. 

 

 UNIT V (8 Hours):  Multiple Linear Regression and Certain Non – Linear Regression 
Models: 

Multiple Linear regression and certain nonlinear regression model: Introduction,  estimating 
the coefficients, Linear regression models using matrices, properties of least square 
Estimators ,inferences in multiple linear regression, choice of fitted model through 
hypothesis testing, Special case of Orthogonality, special nonlinear models for non ideal 
conditions ,potential misconceptions and hazards . 

 
TEXT BOOK :- 
1. Probability and Statistics for Engineers & Scientists, R.E.Walpole, R.H.Myers, S.l.Myers, 9th  
edition, Pearson Education,  2012. 
Chapters:8,9,10,11,12. 
 
 
Reference Books 
 1. An Outline of Statistical Theory, Vol.II, A.M.Gun, M.K. Gupta, and B. Dasgupta, World Press, 4th 
Edition, 2003.  
2. Parametric Inference, B. K. Kale and K. Muralidharan, Narosa Publishing House, 1st Edition, 2015.  
3. Nonparametric Inference, J. D. Gibbons, McGraw-Hill, First Edition, 1971. 

4. An introduction to Probability and Statistics by V. K. Rohatgi and A.K. Md. Ehasanes 

Saleh, John Wiley and Sons, Second Edition, 2006. 

5. Mathematical Statistics, S. S. Wilks, John Wiley, First Edition, 1962. 
6. Fundamentals of Mathematical Statistics, S. C. Gupta and V. K. Kapoor, Sultan chand and Sons, 

11th Revised Edition, 2002.  

7. Multivariate Statistical Methods, D F. Morrison, McGraw Hill Co., 3rd ed, 1990. 
8. Nonparametric Statistics for the Behavioral Sciences, Sidney Siegel and N. John Castellan, 

McGraw-Hill, 2nd Edition, 1988.  
9. Mathematical Statistics, P. Mukhopadhyaya, New Central Book Agency, Calcutta, 1996.  

 



On Completion of the course one 

 CO1:  learns the basic concepts involving Fundamental of Sampling. 

 CO2: learns the basic concepts of One and Two Sample Estimation. 

 CO3: learns the concepts related to One and Two Sample Tests of Hypotheses 

 CO4:  gets enlightened with the concepts of Simple Linear Regression and Correlation.. 

 CO5:  gets enlightened with the concepts of Multiple Linear Regression and Certain Non – 
Linear Regression Models. 

 

COURSE CODE: MA51114    REF NO: To be filled by CD office 

Design & Analysis of Algorithm  

Credits: 4                                                 Teaching Scheme: - Theory 4 Hrs/Week 

 

Prerequisites:  

1. Computer programming  

2. Data Structures 

Objectives: 

1. To solve basic problem using different design strategies of algorithm. 

2. To analyze time complexity using asymptotic notation. 

Course Details:  

 

Unit 1  Overview of Time Complexity analysis, Divide and Conquer           (8 Hrs) 

Introduction to design and analysis of algorithms, Growth of Functions, Asymptotic notations 

(Big Oh, small oh, Big Omega, Theta notations). Recurrences, Solution of recurrences by 

substitution, Iteration, recursion tree and Master methods. Priority Queue, Lower bounds for 

sorting, Analyzing Quick sort, Merge sort, Heap sort and Binary search. Counting sort, Selection Sort 

and Insertion Sort. 

Unit 2:  Dynamic Programming and Greedy Strategies           (8 Hrs) 

General strategy of Dynamic programming, Matrix Chain multiplication, and Longest 

common subsequence, Activity -selection problem, Knapsack problem, Huffman codes. Assembly 

Line Scheduling and 0/1 Knapsack problem 

Unit 3: Disjoint sets and Graph Algorithm     (8 Hrs)  

Disjoint sets: Disjoint set operations, Linked list representation, Disjoint set forests, Minimum 

Spanning Trees, Kruskal and Prim's algorithms, Single- Source shortest paths (Bellman-ford and 

Dijkstra's algorithms), All-pairs shortest paths (Floyd – Warshall Algorithm). Breadth first and 

depth-first search 

 



Unit 4:  Branch and Bound, Back tracking, String Matching   (8 Hrs) 

Branch and Bound: General Strategy of Branch and Bound and back tracking, 0/1 

Knapsack, Travelling Salesperson Problem, n-Queen’s problem, General strategy for string 

matching, Robin-Karp Algorithm.  Subset sum problem, Naïve-string matching 

Unit 5: Complexity Theory, Approximation algorithms                                    (8 Hrs) 

Complexity Theory: Overview of deterministic and non deterministic Algorithms. Time 

Complexity classes P, NP, Co-NP, Notion of NP-hardness and NP-completeness. NP-Complete 

problems (without proof), Traveling Salesman Problem. Vertex-Cover Problem, 

 

Text Books 

1. Introduction to Algorithm, Thomas H Cormen and Charles E.L Leiserson,  PHI,  

2nd edition, 2001.  

Chapters: 1(1.1, 1.2), 2(2.1-2.3), 3(3.1, 3.2), 4(4.1-4.4), 6(6.1-6.5), 7(7.1-7.4), 8(8.1-8.2), 

15(15.1-15.4), 16(16.1-16.3), 22(22.1-22.3), 23(23.1-23.2), 24(24.1-24.3), 25(25.2), 32(32.1, 

32.2), 34, 35(35.1-35.2)  

 

2. Fundamentals of computer Algorithms, Horowitz, Sahani, Galgotia, 2nd Edition, 

1998.  

 Chapters: 3(3.2-3.5), 4(4.2,4.5), 5(5.3,5.7), 6(6.1-6.2), 7(7.1-7.2), 8(8.2-8.3),, 11(11.1 to 

11.4) 

 

Reference Books 

1. Fundamentals of Algorithmics, Bressard, Bratley, PHI, 2nd Edition,1996,  

2. Algorithms by Sanjay Dasgupta,  Christos H. Papadimitriou, Umesh Vazirani – McGraw-

Hill Education, 2006. 

3.  Algorithm Design – Michael T. Goodrich, Roberto Tamassia, John Wiley and Sons, 2015. 

4. Algorithm Design, Jon Kleinberg, Eva Tardos, Pearson, 1st edition, 2005.  

 

Course Outcomes: 

 

Upon completion of the course, graduates will be able – 

1. To analyze asymptotic notation and worst, average and best case analysis using suitable 

mathematical tools. 

2. To design efficient algorithms for computational problems using appropriate algorithmic 

paradigm. 

3.  To understand different graph algorithms and string matching problems. 

4.  To analyze the complexity of different class of problems. 

5.  To explain the role of randomization and approximation in computation 

 

http://www.amazon.in/Christos-H.-Papadimitriou/e/B001ILOBVO/ref=dp_byline_cont_book_2


 

 

COURSE CODE:  MA51215   REF NO: To be filled by CD office 

Design and Analysis of Algorithms Lab  

Credits: 02                                           Teaching Scheme: Laboratory 02 Hrs/Week 

Prerequisites: 

 Computer Programming 

Objectives:  

To implement Different algorithms by using a Programming language. 

Course Details: 

List of Sample Programs: 

Experiment No. 1:  

Problem solution using a stack of characters, convert an infix string to postfix string. 

Experiment No. 2: 

Problem solution using insertion, deletion, searching of a BST. 

           Experiment No. 3: 

 (a) Problem solution using binary search and linear search in a program 

   (b) Problem solution using a heap sort. 

           Experiment No. 4: 

 (a) Problem solution using DFS/ BFS for a connected graph. 

                     (b) Problem solution using Dijkstra’s shortest path algorithm using BFS. 

           Experiment No. 5:  

 (a) Write a program to implement Huffman’s algorithm.  

 (b) Problem solution using MST (Kruskal / Prim) algorithm.          

          Experiment No. 6:   

(a) Write a program requiring an application of Quick sort algorithm. 

            (b) Write a program requiring an application of merge sort algorithm. 

            (c) Compare the performance of Quick sort and Merge Sort algorithms.  

           



Experiment No. 7:  

   Problem solution using Strassen’s matrix multiplication algorithm. 

Experiment No. 8:  

             Write down a program to find out a solution for 0 / 1 Knapsack problem. 

           Experiment No. 9:  

Problem solution using dynamic programming (Longest Common Subsequence). 

Experiment No. 10:  

Write a program to find out the solution to the N-Queen problem using Dynamic 

programming and back tracking. 

Text Books 

1. Introduction to Algorithm, Thomas H Cormen and Charles E.L Leiserson,  PHI,  

2nd edition, 2001. 

2. Fundamentals of computer Algorithms, Horowitz, Sahani, Galgotia, 2nd Edition, 

1998.  

 

Reference Books 

1. 1. Fundamentals of Algorithmics, Bressard, Bratley, PHI, 2nd Edition,1996,  

2. Algorithms by Sanjay Dasgupta,  Christos H. Papadimitriou, Umesh Vazirani – McGraw-

Hill Education, 2006. 

3.  Algorithm Design – Michael T. Goodrich, Roberto Tamassia, John Wiley and Sons, 2015. 

4. Algorithm Design, Jon Kleinberg, Eva Tardos, Pearson, 1st edition, 2005.  

Course Outcomes: 

 

Upon completion of the course, graduates will be able – 

1. To analyze asymptotic notation and worst, average and best case analysis using suitable 

mathematical tools. 

2. To design efficient algorithms for computational problems using appropriate algorithmic 

paradigm. 

3.  To understand different graph algorithms and string matching problems. 

4.  To analyze the complexity of different class of problems. 

5.  To explain the role of randomization and approximation in computation. 

 

 

 

 

 

http://www.amazon.in/Christos-H.-Papadimitriou/e/B001ILOBVO/ref=dp_byline_cont_book_2


COURSE CODE:  MA51216   REF NO: To be filled by CD office 

Numerical and Statistical Methods Lab  

Credits: 02                                           Teaching Scheme: Laboratory 02 Hrs/Week 

Prerequisites: 

 Computer Programming, Numerical Methods, Statistics 

Objectives: 1. To learn to write program in C for some Numerical Methods.  

                   2. To learn to write program in C for some basic Statistical Methods.  

 

To implement Different algorithms by using a Programming language. 

Course Details: 

List of Sample Programs:  

¶ Any 10 of the following experiments. 

Experiment No. 1:  

Write a computer oriented algorithm & the corresponding C/C++ Program to fit 

a st. line of the form y = a x + b, for a given data, using the method of least 

square. 

Experiment No. 2:  

Write a computer oriented algorithm & the corresponding C/C++ Program to fit 

a nth degree polynomial of the form ώ  В ὧὼ  for a given data by the 

method of least square. 

Experiment No. 3:  

Write a computer oriented algorithm & the corresponding C/C++ Program to 

find the smallest positive root using fixed point iteration method.  

Experiment No. 4:  

Write a computer oriented algorithm & the corresponding C/C++  Program to find 

the smallest positive root using Newton- Raphson method. 

Experiment No. 5:  

Write a computer oriented algorithm & the corresponding C/C++  Program to 

find the solution of the system of linear equations using Gauss Seidel Method. 

 

 



Experiment No. 6:  

Write a computer oriented algorithm & the corresponding C/C++  Program to 

interpolate y using the given pair of values of x and y by Lagrangeôs 

interpolation. 

Experiment No. 7:  

Write a computer oriented algorithm & the corresponding C/C++ Program to 

find the derivative at the initial point using Newton ós Forward Difference 

Method. 

Experiment No. 8:  

Write a computer oriented algorithm & the corresponding C/C++  Program to 

find the derivative at the final point using Newton ós Backward Difference 

Method. 

Experiment No. 9: 

Write a computer oriented algorithm & the corresponding C/C++  Program to 

integrate Numerically using Trapezoidal & Simpsonôs Rule. 

Experiment No. 10:  

Write a computer oriented algorithm & the corresponding C/C++  Program to 

integrate Numerically using Gauss Quadrature Rule. 

Experiment No. 11:  

Write a computer oriented algorithm & the corresponding C/C++  Program to 

solve the Differential Equation. Ὢὼȟώȟώὼ ώ at the specified pivotal 

points by using the Runge-Kutta Method of 4th order. 

Experiment No. 12:  

Write a computer oriented algorithm & the corresponding C/C++  Program to 

find Mean and Variance of a raw data after converting it into a grouped data. 

 

Experiment No. 13:  

Write a computer oriented algorithm & the corresponding C/C++  Program to 

find Median, Quartiles, and Percentiles of a raw data after converting it into a 

grouped data. 

 

Experiment No. 14:  

Write a computer oriented algorithm & the corresponding C/C++  Program to 

find Mode of a raw data after converting it into a grouped data. 

 



Experiment No. 15:  

Write a computer oriented algorithm & the corresponding C/C++  Program to 

find Moments of a raw data after converting it into a grouped data. 

 

Experiment No. 16:  

Write a computer oriented algorithm & the corresponding C/C++  Program to 

find Kurtosis and Skewness of a raw data after converting it into a grouped 

data. 

 

Experiment No. 17:  

Write a computer oriented algorithm & the corresponding C/C++  Program to 

find Regression and Correlation Coefficients of a raw data after converting it 

into a grouped data. 

 

Text Books: 

1. Numerical Methods in Science and Engineering, S. Rajasekharan, S. Chand 

Limited 2nd Edition, 2010 

2. C++ Programming with Applications in Administration, Finance and Statistics, 

Willi- Hans Steeb, Fritz Solms, World Scientific Publishing Co. Pte. Ltd., 

Singapore, 2000 

 

Reference Books 

1. Numerical Methods, T. Veerarajan and T. Ramachandran, Tata McGraw-Hill 

Education, 2007 

2. Numerical Methods for Engineers, Steven C. Chapra and Raymond P Canale, Tata 

McGraw-Hill Education, 7th Edition, 2015.. 

3. Fundamentals of Mathematical Statistics, S. C. Gupta and V. K. Kapoor, Sultan 

chand and Sons, 11th Revised Edition, 2002.   

4. Numerical Recipes (Example Book (C), William T. Vetterling, Saul A. Teukolsky, 

William H. Press, Brian P. Flannery, Cambridge  University Press, 2nd Edition, 1999. 

 

Course Outcomes: 

 

Upon completion of the course, graduates will be able  to – 

CO1:  write program in C for some Numerical Methods.  

CO2:  write program in C for some basic Statistical Methods.  

 

 

 

 

 

 

https://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22T.+Veerarajan%22


 

DETAILED SYLLABUS 

THIRD SEMESTER 

 

MA61117:   ABSTRACT ALGEBRA (4-0-0) 

Credits: 4                                                 Teaching Scheme: - Theory 5 Hrs/Week 

Pre Requisites : Set Theory, Linear Algebra 

Course Objectives :   

1. To learn the basic concepts involving Semigroups and Groups. 

2. To learn the basic concepts of permutation groups. 

3. To learn the fundamental concepts related to rings. 

4. To get enlightened with the concepts of UFD and Field theory. 

5. To learn Galois theory and its applications. 

 

Course Details:  

 

Unit - I                                                                                                           (10  Hours) 

Semigroups and Groups, Homomorphism, Subgroups and  Cosets, Cyclic Groups, 

Permutations Groups, Generators and Relations,  Normal Subgroups: Normal Subgroups & 

Quotient groups, Isomorphism theorems, Automorphisms. Normal Series: Normal Series, 

Solvable Groups, Nilpotent Groups. 

 

 

Unit - II                                                                                                           (10  Hours) 

Permutation groups: Cyclic decomposition, Alternating group An, Simplicity of An. Direct 

products, finitely generated abelian group, Sylow’s theorem, groups of order p2, pq. 

 

Unit - III                                                                                                         (10  Hours) 

 Definition and examples of rings, elementary properties of rings, types of rings, subrings and 

characteristic of a ring, ideals, ring homomorphisms, sum and direct sum of ideals, maximal 

and prime ideals, Nilpotent and nil ideals, Zorn’s lemma. 

 

Unit - IV                                                                                                           (10  Hours) 

Unique factorization domains Principal Ideal domains, Euclidean domains, Polynomial rings 

over UFD. 

 

Field Theory : Algebraic Extensions of fields, algebraically closed fields. Normal and 

separable extensions: Splitting fields, Normal extensions, Multiple roots, Finite fields 

 

Unit - V                                                                                                             (10  Hours) 
Galois Theory: Automorphism groups and fixed fields, fundamental theorem of Galois 

theory, Fundamental Theorem of Algebra. Applications of Galois Theory to classical 

problems: Polynomials solvable by radicals, Ruler and compass constructions. 

 

Text Book: 
Basic Abstract Algebra, P. B. Bhattacharya, S. K. Jain, S.R. Nagpaul 2nd edition (Cambridge 

University Press). Chapters – 4, 5 (5.1,5.2, 5.3), 6, 7, 8[8.1, 8.2, 8.4 (8.4.1, 8.4.2, 8.4.3, 8.4.4, 8.4.7), 

8.5], 9, 10, 11, 15 [15.1, 15.2, 15.3, 15.4 (excluding 15.4.2, 15.4.3,15.4.4)], 16 (16.1 to 16.4), 17 

(17.1,17.2), 18(18.3, 18.5). 

 



 

 

Books for reference: 
1. Algebra, M. Artin, Pearson, 2nd Edition, 2011.  

2 Topics in Algebra, I. N. Herstein, John Willy & Sons, 2nd Edition, 2006. 

4. A First Course on Abstract Algebra, John B. Fraleigh, 7th Edition, 2008. 

5. Contemporary Abstract Algebra, Josheph A. Gallian, Cengage Learning, 9th Edition, 2017. 

 

Course Outcomes: After completing the course one 

CO1:  learns the basic concepts involving Semigroups and Groups. 

CO2: comprehends the basic concepts of permutation groups.. 

CO3: gets enlightened with the fundamental concepts related to rings. 

CO4: gets enlightened with the concepts of UFD and Field theory. 

CO5: gets enlightened with Galois theory and its applications. 

 

MA61118:   FUNCTIONAL ANALYSIS (4-0-0) 

Pre Requisites : Mathematical Analysis, Real Analysis, Linear Algebra 

Course Objectives :   

1. To learn the basic concepts involving normed space and Banach space. 

2. To learn the basic concepts of Bounded and Continuous linear operators. 

3. To learn the concepts related to Inner product space and its properties. 

4. To get enlightened with the concepts of Fundamental Theorems for normed and Banach Spaces. 

5. To learn the concepts related to Uniform Boundedness Theorem. 

Course Details :   

Unit-I                                                                                                                        (10 Hours) 

Normed Space and Banach Space, Properties of normed Space, Finite dimensional normed 

Spaces and subspaces. Compactness and finite dimensional Linear operator. 

 

Unit-II                                                                                                                      (10 Hours) 

Bounded and Continuous linear operators, Bounded linear transformations, Normed linear 

spaces of bounded linear transformations, dual spaces with examples. Linear functional 

 

Unit-III                                                                                                                    (10 Hours) 

Inner product space and its properties, Hilbert space, Orthonormal Sets and sequences, Total 

orthonormal sets and sequences, Representation of functional on Hilbert Spaces, Hilbert 

adjoint operators self adjoint, Unitary and normal operator. 

 

Unit-IV                                                                                                                    (10 Hours) 

Fundamental Theorems for normed and Banach Spaces, Zorn`s Lemma, Hahn Banach 

theorems, Hahn Normed space, Application to bounded linear functional on C[a,b], Adjoint 

operator, Reflexive spaces, Bair’s Category theorem. 

 

Unit-V                                                                                                                     (10 Hours) 

Uniform Boundedness theorem, Strong and weak convergence open mapping Theorem, 

Closed linear operator, closed graph theorem. Banach Fixed Point Theorem and its 

applications to Linear, Differential and Integral  Equations  

 

Text  Book: 

Introductory Functional Analysis with Applications-Erwin Kreyszig, Willy Student Edition, Third Reprint, 

2007. Chapters: 2(2.2-2.8), 3(3.1-3.4,3.6,3.8-3.10), 4(4.1-4.8,4.12, 4.13), 5. 



 

 

Reference Books: 
1. Introduction to Topology and Modern Analysis, G. F. Simmons, Tata McGraw –Hill, Edition – 2004.  

2. Introduction to Functional Analysis with Applications, A. H.  Siddiqi, Anshan Publishers,  Illustrated Edition, 

2006. 

3.Functional Analysis, A First Course, M. Thamban Nair, Prentice – Hall of India Pvt.  Ltd, Fourth Printing, 

2014.  

4. Functional Analysis, Walter Rudin,  Mcgraw Hill, 3rd Revised Edition, 1976. 

5.Functional Analysis, B. V. Limaye, New Age International (PVT) LTD, 2nd  

Edition, Reprint 2004.  

 
Course Outcomes: After completing the course one 

CO1:  learns the basic concepts involving normed space and Banach space. 

CO2: comprehends the basic concepts of Bounded and Continuous linear operators. 

CO3: gets enlightened with the concepts related to Inner product space and its properties.  

CO4: gets enlightened with the concepts of Fundamental Theorems for normed and Banach Spaces. 

CO5: gets enlightened with Uniform Boundedness theorem. 

 

 

MA61119:  DIFFERENTIAL EQUATIONS (4-0-0) 

Pre Requisites: Differential Calculus, Integral Calculus, Mathematical Analysis 

Course Objectives :   

1. To learn the basic concepts of Existence and Uniqueness of solutions of ODEs. 

2. To learn the basic concepts of Non-linear differential equations. 

3. To learn the concepts related to Boundary value problems for ordinary differential equations. 

4. To learn the concepts related to Series solution of Legendre and Bessel equations. 

5. To learn the basic concepts of Boundary value problem for Laplace’ equation. 

 

Unit-I                                                                                                                        (10 Hours) 

Differential Equations: Existence and Uniqueness of solutions, Lipschitz condition, 

Gronwall inequality, Successive approximations, Picard’s theorem, Continuation and 

dependence on initial conditions, Existence and uniqueness of solution of systems, Fixed 

point method, Sytems of linear differential equations, nth order equation as a first order 

systems, system of first order equations, Existence and uniqueness theorem, fundamental 

matrix, non-homogeneous linear systems, linear systems with constant coefficients.  

 

Unit-II                                                                                                                        (10 hours) 

Non-linear differential equations, Existence theorems, External solutions, Upper and lower 

solutions, Monotone iterative method, and method of quasi-linearization. Stability of liner 

and non-linear systems, Critical points, systems of equations with constant coefficients, linear 

equations with constant coefficients. 

 

Unit- III                                                                                                                      (10 hours) 

Boundary value problems for ordinary differential equations, Sturm-Liouville problem, Eigen 

value and Eigen functions, Expansion in eigen functions, Green’s function, Picard’s theorem 

for boundary value problem, Series solution of Legendre and Bessel equations. 

 

Unit-IV                                                                                                                       (10 hours) 

The wave equation and its solution by the method of separation of variables, D’ Alembert’s 

solution, of the wave equation. Lyapunov stability, heat equations and its solution. 

 



 

 

Unit-V                                                                                                                      (10 hours)  

Laplace’ equation: Boundary value problem for Laplace’ equation, Fundamental solution, 

integral representation and mean value formula a for harmonic function, Green’s function for 

Laplace’s equation, solution of Dirichlet’s problem for a ball, solution by separation of 

variables, solution of Laplace’s equation for a disc. 

 

Text Books:  

1. Textbook of Ordinary Differential Equation, S.D. Deo, V, Lakhmikanthan and V. Raghavendra  TMH, 3rd  

Edition, 2015. Chapter: 4 (4.1-4.7), 5, 6 (6.1-6.5), 7 (7.5), 9 (9.1-9.5). 

 

2. A Course of Ordinary and Partial Differential Equation, J. Sinharoy and S. Padhy,  Kalyani  Publishers, 2014. 

Chapters: 10, 15, 16 and 17. 

 
Reference  Books: 

 
1. Elements of Partial Differential Equations, I.N. Sneddon:, Dover, 2006 

2. An introduction to Partial Differential Equations, M Renardy and R.C. Rogers, Springer, New York, 

2nd  edition, 2004. 

3. Introduction to Partial Differential Equations, K Sankara Rao, Prentice-Hall of  India, 3rd Edition, 2011. 

      4.    Ordinary Differential Equations, G. Birkhoff and G.C. Rota, John Wiley and Sons, 4th Edition, 1989. 

      5.  An Introduction to Ordinary Differential Equations, E. A. Coddington, Dover Publications, 1990. 

      6. Theory of Ordinary Differential Equations, E. A. Coddington and N. Levinson, Tata Mcgraw Hill  

          Publishing Company Limited, TMH Edition, 9th Reprint 1987. 

       

Course Outcomes: After completing the course one 

CO1:  learns the basic concepts involving Existence and Uniqueness of solutions of ODEs. 

CO2: comprehends the basic concepts of Bounded and Continuous linear operators. 

CO3: gets enlightened with the concepts related to Boundary value problems for ordinary differential 

equations. 

CO4: gets enlightened with the concepts of Series solution of Legendre and Bessel equations. 

CO5: gets enlightened with Boundary value problem for Laplace’ equation.  

 

MA61120 Numerical Optimization (3 – 0 – 0) 

Pre Requisites: Differential Calculus, Introductory Numerical Methods, Matrix Algebra, 

Matrix Calculus. 

Course Objectives:   

1. To learn the basic concepts of one dimensional Optimization. 

2. To learn the basic concepts of unconstrained Gradient based optimization methods. 

3. To learn the concepts related to linear programming  

4. To learn the concepts related to constrained optimization methods involving equality constraints. 

5. To learn the basic concepts of constrained optimization methods involving inequality constraints. 

 

Unit-I                                                                                                                         (8 hours) 

One dimensional Optimization: One dimensional Optimization: Introduction, 

function comparison methods, polynomial interpolation, iterative methods.  

Function comparison methods: Bisection Method, Fibonacci Method, Golden Section Search 

Method. 

Polynomial Interpolation: Quadratic Interpolation, Cubic Interpolation. 

Iterative Methods: Newton’s Method, Second Method. 



 

Unit-II                                                                                                                    (8 hours) 

Unconstrained Gradient based optimization methods: Gradient based 

optimization methods (I): Introduction, Method of Steepest Descent, Conjugate Gradient 

method. 

Gradient based optimization methods (II): Newton type methods (Newton’s method, 

Marquardt’s method). 

Gradient based optimization methods (III): Quasi- Newton method. 

Unit-III                                                                                                                    (8 hours) 

Linear programming: Linear programming: Convex analysis, simplex method, two phase 

simplex method, Duality theory, Dual simplex method. 

Unit-IV                                                                                                                    (8 hours) 

Constrained Optimization Methods: Constrained optimization methods: Lagrange 

multipliers, Kuhn-Tucker conditions, Convex Optimization. 

Constrained Optimization Methods (I): Penalty function techniques, method of multipliers. 

Unit-V                                                                                                                     (8 hours) 

Constrained Optimization Methods (II): Linearly constrained problems, Cutting plane 

method. 

Constrained Optimization Methods (III): Method of Feasible directions, Generalized 

reduction Gradient method, Gradient projection method. 

 

Text Book: 
 

1. Optimization: Theory and Practice by M.C. Joshi and K. Moudgalya, Narosa Publishing 

House, New Delhi, First Edition, 2004. 

Chapters: 2 (2.1-2-4), Chapter-3 (3.1-3.4), Chapter-4 (4.1-4.4), Chapter-5 (5.1-5.4). 

 

Reference Books: 
 

1. Numerical Optimization, Jeorge Nocedal and Stephen J. Wright, Springer, 2nd Edition,1999. 

2. Linear and Nonlinear Programming, David G. Luenberger and  Yinyu Ye, Fourth Edition,  2015. 

3. Practical Mathematical Optimization by J.A. Snyman, Springer Sciences, 2005. 

4. Practical Method of Optimization by R. Flecher, John Wiley & Sons, Second Edition, 1987. 

5. Convex Optimization by Stephen Boyd and Lieve Vandenberghe, Cambridge University Press, 7th 

Printing, 2009. 

6. Numerical Optimization with Applications, Suresh Chandra, Jayadeva, Aparna Mehera, Narosa 

Publishing House, New Delhi, First Edition 2013. 

 

Course Outcomes: After completing the course one 

CO1:  learns the basic concepts involving one dimensional Optimization. 

CO2: comprehends the basic concepts of unconstrained Gradient based optimization methods. 

CO3: gets enlightened with the concepts related to linear programming  

CO4: gets enlightened with the concepts of constrained optimization methods involving equality constraints. 

CO5: gets enlightened with constrained optimization methods involving inequality constraints.  
 

MA61121: Data Communications and Computer Networks (3-0-0) 

Pre Requisites: Data structure, Algorithm. 

Course Objectives :   

1. To learn the basic concepts of data communication. 

2. To learn the basic concepts of networks switching techniques and access mechanisms.  

3. To learn the concepts related to multiple access protocol and networks. 

4. To learn the concepts related to networks layer functions and protocols.  

5. To learn the basic concepts of transport layer functions and protocols. 



Course Details :   

Unit – I                                                                                                                        (8 Hours)  

Introduction, Data Communication Fundamentals and Techniques: 
Network definition, Network topologies, Network classifications, Layered network 

architecture, protocol and interface,   Overview of TCP/IP protocol suite, Analog and digital 

signal, Data-rate limits, Digital to digital line encoding schemes, Pulse code modulation, 

Digital to analog modulation- ASK, FSK, PSK, QAM, multiplexing techniques- FDM, 

TDM,WDM, transmission media. 

 
 [1]: [1.1 to 1.4, 2.1 to 2.4, 3.1, 3.5, 4.1 (up to bipolar scheme), 4.2 (up to encoding), 5.1, and 6.1 

(up to multiplexing process), pg. 170, 7.1, 7.2]. 

 

Unit –II                                                                                                                         (8Hours)  

 Networks Switching Techniques and Access Mechanisms: Circuit switching;  Packet 

switching- Connectionless datagram switching, Connection-oriented virtual circuit switching. 

 Data Link Layer Functions and Protocol: Error detection and error correction techniques, 

Data-link control- framing and flow control, Error recovery protocols- Stop and wait ARQ, 

Go-back-n ARQ, Selective repeat ARQ, Point to Point Protocol on Internet. 

  [1]: [3.1.2, 3.1.4, 3.2 up to 3.2.2, 3.3, 3.4, 3.6.2 ,8.1to 8.3]. 

  [2]: [2.2.5] 

 

Unit – III                                                                                                                      (8Hours)  

Multiple Access Protocol and Networks:  ALOHA, CSMA/CD protocols, Ethernet LANS, 

connecting LAN and back-bone networks- Repeaters, Hubs, Switches, Bridges, Router and 

Gateways. 

 [2]: [4.2.1, 4.2.2, 4.3 up to 4.3.4, 4.7.5] 

Unit-IV                                                                                                                         (8Hours) 

Networks Layer Functions and Protocols: Routing, Routing algorithms, Network layer 

protocol of Internet- IP protocol, Internet control protocols. 

[2]: [5.1, 5.2 (up to 5.2.4), 5.6 (up to subnet), 5.6.3) 

 

Unit-V                                                                                                                           (8Hours) 

Transport Layer Functions and Protocols: Transport services, Berkeley socket interface 

overview, Transport layer protocol of Internet- UDP and TCP. 

Overview of Application layer protocol:   Overview of DNS protocol, Overview of WWW 

& HTTP protocol. 

[2]: [5.1, 5.2 (up to 5.2.4), 5.6 (up to subnet), 5.6.3)   [6.1 (up to 6.1.3), 6.4 (up to 6.4.2),6.5 

(up to    6.5.6]. 

 

Text Books  
1. Data Communications and Networking, B. A. Forouzan, Tata McGraw Hill Education Private Ltd., 4th 

edition, 2007.  

2. Computer Networks, A. S. Tanenbaum, Pearson Education, 4th edition, 2003.  

Reference Books :  

1. Computer Networks: A system Approach: Larry L, Peterson and Bruce S. Davie, Elsevier, 4
th 

Edition, 2007. 

2. Computer Networks: Natalia Olifer, Victor Olifer, John Wiley & Sons; Desktop Edition, 2005. 

3. Data and Computer Communications: William Stallings, Prentice Hall, Imprint of Pearson, Education, 9th Edition, 

2010. 



5. Network for Computer Scientists & Engineers, Youlu Zheng and Shakil Akhtar, Oxford University Press, 1st 

Edition, 2001.  

6. Data Communications and Networking, Curt M. White, Cengage Learning, 8th Edition, 2015. 

 

Course Outcomes: After completing the course one 

CO1:  learns the basic concepts involving data communication. 

CO2: comprehends the basic concepts of networks switching techniques and access mechanisms. 

CO3: gets enlightened with the concepts related to multiple access protocol and networks 

CO4: gets enlightened with the concepts of networks layer functions and protocols 

CO5: gets enlightened with transport layer functions and protocols. 

 

 

MA62129 : Fuzzy Logic with Applications (3-0-0) 

Unit - I                                                                                                                         (8 Hours) 

Crispness, Vagueness, Fuzziness, Uncertainty, Fuzzy Set Theory,  Fuzzy sets - Basic 

definition, Basic Set-Theoretic Operations for Fuzzy Sets, Types of Fuzzy Sets, Further 

Operations on Fuzzy Sets, Algebraic Operations, Set-Theoretic Operations, Criteria for 

Selecting Appropriate Aggregation Operators.  

 

Unit-II                                                                                                                      (8 Hours) 

The extension Principle, Operations for Type 2 Fuzzy Sets, Algebraic Operations with Fuzzy 

Numbers, Special Extended Operations, Extended Operations for LR-Representation of 

Fuzzy Sets. Fuzzy Relations on Sets and Fuzzy Sets, Compositions of Fuzzy Relations, 

Properties of the Min-Max Composition, Fuzzy Graphs, Special Fuzzy Relations. 

Unit - III                                                                                                                     (8 Hours) 

Uncertainty Modelling: Application-oriented Modelling of Uncertainty, Possibility Theory, 

Probability of Fuzzy Events, Possibility vs. Probability.  

Fuzzy Data Bases and Queries: Introduction, Fuzzy Relational Databases, Fuzzy Queries in 

Crisp Databases. 

 

PROFESSIONAL ELECTIVE – 01 

 

SERIAL 

NO. 

SUBJECT 

CODE 

SUBJECT L-T-P CREDIT 

1 MA62129 FUZZY LOGIC WITH 

APPLICATIONS 

3-0-0 3 

2 MA62130 DIFFERENTIAL GEOMETRY 3-0-0 3 

3 MA62131  NUMBER THEORY 3-0-0 3 

4 MA62132 CRYPTOGRAPHY 3-0-0 3 

5 MA62133 CODING THEORY 3-0-0 3 

6 MA62134 FLUID DYNAMICS 3-0-0 3 

7 MA62135 INTEGRAL AND DISCRETE 

TRANSFORMS 

3-0-0 3 

8 MA62136 THEORY OF RELATIVITY 3-0-0 3 

9 MA62137 WAVELETS: THEORY AND 

APPLICATIONS 

3-0-0 3 

10 MA62138 ALGEBRAIC TOPOLOGY 3-0-0 3 



Unit – IV                                                                                                                 (8 Hours) 

Possibility theory-Fuzzy measures, Evidence theory necessity measure, Possibility theory 

versus probability theory.  

Unit-V                                                                                                                      (8  Hours) 

Decision making in fuzzy environments: Fuzzy decisions, fuzzy linear programming, 

symmetric Fuzzy LP, Fuzzy dynamic programming. 

 

Text Books: 
1. Fuzzy set theory and its application by Hans-Jurgen Zimmermann, 4th Edition, Springer, 1991. 

Chapters-1, 2, 3,  5, 6, 8,12. 

2. Fuzzy set and fuzzy logic by G J Klir & Bo Yuan, Prentice Hall of Indi New Delhi 1995.  

Chapters – 7(7.1-7.5), 15(15.1-15.7).  

Reference Books 

1. Fuzzy Logic with Engineering Applications, Timothy Z. Ross, Mcgraw Hill, Second Edition, 2004.  

2. Introduction to Fuzzy Sets and Fuzzy Logic, M. Ganesh, PHI Learning Pvt. Ltd., 2006. 

3. Fuzzy Logic: Intelligence, Control, and Information, John Yen and Reza Langari, Pearson Education, 

1999.  

 

MA62130: Differential Geometry (3-0-0) 

Unit - I                                                                                                                          (8 hours) 

Vector Fields: height of the level set, level curves, Integral curve, smooth vector field, The 

tangent Space: tangent to the level set, gradient,  

 

Unit - II                                                                                                                        (8 hours) 

Surfaces: Hyperplane, Lagrange multiplier, Vector Fields on Surfaces, maximal integral 

curve, orientation and its consistency, Osculating plane, Serret Frenet formula, Singular 

points and their classification Gauss, The Gauss map spherical image, one-sheeted 

hyperboloid. 

Unit - III                                                                                                                       (8 hours) 

Geodescis: maximal geodesic, great circle, Parallel Transport, covariant derivative and 

acceleration, Fermi derivative, The Weingarten Map: shape operator, geodesic flow,  

Unit - IV                                                                                                                       (8 hours) 

Curvature of plane curves: center of curvature, radius of curvature, Isometries, Intrinsic 

differentiation, Gauss-Kronecker curvature, translation, rotation, Funda-mental theorem on 

curves. 

Unit – V                                                                                                                        (8 hours) 

Riemannin metrics: Hyperbolic metric, Stereographic projection, Poincare metric, affine 

and  Riemannian connection and covariance derivation,  

Text Books: 
1. Elementary Topics in Differential Geometry, J. A. Thorpe,  Springer, 2004.  

Chapters: 1-15. 

Reference Books: 
      1.  An introduction to differential geometry , T.J.Willimore,  Oxford University Press, 1959.  

       3.  Lectures on differential geometry, S.Stenberg, Prentice Hall, 1976. 

       4. Differentiable Manifolds, Matsusimha, Yozo, Bell & Howell Information & Lea; Revised Edition, 1972.  

       5. Differential Geometry of curves and surfaces, M. do Carmo, Prentice Hall, 1976. 

       6. Elements of differential Geometry, R. Millman and G. Parker, Prentice Hall, 1977. 

 



 

MA62131 :  Number Theory (3-0-0) 

Unit - I                                                                                                                         (8 hours) 

Divisibility Theory in the integers:  Early Number Theory, The Division Algorithm, The 

Greatest Common Divisor, The Euclidean Algorithm, The Diophantine Equation ὥὼ ὦώ
ὧ. 

Unit - II                                                                                                                        (8 hours) 

Primes and Their Distribution: The Fundamental Theorem of Arithmetic, The Sieve of 

Eratosthenes, The Goldbach Conjecture. 

The Theory of Congruences: Basic Properties of Congruence, Binary and Decimal 

Representations of Integers, Linear Congruences and the Chinese Remainder Theorem. 

Unit - III                                                                                                                       (8 hours) 

Fermat’s Theorem: Pierre de Fermat, Fermat’s Little Theorem and Pseudoprimes, Wilson’s 

Theorem, The Fermat-Kraitchik Factorization Method.  

Number-Theoretic Functions: The Sum and Number of Divisors, The Mobius Inversion 

Formula, The Greatest Integer Function.                                                                                                             

Unit - IV                                                                                                                      (8 hours) 

Euler’s Generalization of Fermat’s Theorem: Euler’s Phi-Function, Euler’s Theorem, 

Some Properties of the Phi function. 

Unit - V                                                                                                                        (8 hours) 

Primitive Roots and Indices: The Order of an Integer Modulo n, Primitive Roots for Primes, 

Composite Numbers Having Primitive Roots, The Theory of Indices.  

Text Book:  
1. Elementary Number Theory, David M Burton, McGraw-Hill Education; 7th edition, 2010.  

Chapters – 2, 3, 4, 5, 6(6.1-6.3), 7, 8. 

Reference Books:- 
1. Introduction to Analytic Number Theory, Tom M. Apostol, Springer, 1st edition, 1976.   

2. An introduction to number theory, Ivan Nivam, H.S. Zuckerman and Hugh L. Montogomery, 5th Edition,   

(John Wiley and Sons, Inc) 

3. Number Theory, S G Telang; M G Nadkarni; J S Dani, Tata Macgrow Hill, 1st edition, 2001. 

4. Introduction to Number Theory, G. H. Hardy and E. M. Wright, Oxford University Press, 6th edition, 2008. 

 

MA62132: Cryptography(3-0-0) 

 

Unit – I                                                                                                                        (8 Hours) 

Classical Cryptography: Some Simple Cryptosystems and Cryptanalysis. Shannon’s 

Theory: Elementary Probability Theory, Perfect Secrecy, Entropy, Properties of Entropy, 

Spurious Keys and Unicity Distance, Product Cryptosystems.  

Unit – II                                                                                                                       (8 Hours) 

Block Ciphers and the Advanced Encryption Standard: Substitution-Permutations 

Networks, Linear Cryptanalysis, Differential Cryptanalysis, The Data Encryption Standard, 

The Advanced Encryption Standard, Modes of Operation. 

Unit - III                                                                                                                     (8 Hours) 

Cryptographic Hash Functions: Hash Functions and Data Integrity, Security of Hash 

Functions, Iterated Hash Functions, Message Authentication Codes, Unconditionally Secure 

MACs.  



 

Unit - IV                                                                                                                     (8 Hours) 

The RSA Cryptosystem and Factoring Integers: Introduction to Public Key Cryptography, 

More Number Theory, RSA Cryptosystem, Primality Testing, Square Roots Modulo n, 

Factoring Algorithms, Other Attacks on RSA, The Rabin Cryptosystem, Semantic Security of 

RSA.  

Unit - V                                                                                                                       (8 Hours) 

Public Key Cryptography and Discrete Algorithms: The ElGamal Cryptosystem, 

Algorithms for the Discrete Logarithm Problem, Lower bounds on the Complexity of Generic 

Algorithms, Finite Fields, Elliptic Curves, Discrete Logarithm Algorithm in Practice, 

Security of ElGamal Systems, 

Signature Schemes: Introduction, Security Requirements for Signature Schemes, The 

ElGamal Signature Scheme, Variants of the ElGamal Signature Scheme. 

 

Text Book: 
1. Cryptography Theory and Practice, Douglas R. Stinson, Chapman and Hall/CRC, 3rd Edition,  2006. 

Chapters- 1, 2, 3, 4, 5, 6, 7(7.1-7.4). 

Reference Books: 

1. Cryptography and Network Security Principles and Practice, William Stallings, Pearson, Fourth 

Edition, 2009. 

2. A Course in Number Theory and Cryptography, Neal Koblitz, Springer – Verleg, Second 
Edition, 1994. 

3. Cryptography: An Introduction, Nigel Smart, Springer – Verleg, Third Edition, 1994. 
4. Handbook of Applied Cryptography, Alfred J. Menezes, Paul C. van Oorschot and Scott A. 

Vanstone, CRC Press, 1996. 

 

 

MA62133 : Coding Theory (3-0-0) 

 

Unit:-I                                                                                                           (8 Hours) 

Introduction Basic Definitions Weight, Maximum Likelihood decoding Synarome decoding, 

Perfect Codes, Hamming codes, Sphere packing bound, more general facts, Self dual codes, 

The Golay codes. 

Unit:-II                                                                                                                   (8 Hours)  

A double error correction BCH code and a field of 16 elements,  Finite fields, Cyclic Codes, 

BCH codes 

Unit:-III                                                                                                                  (8 Hours) 

Finite Fields: Groups, Structure of a Finite Field, Minimal Polynomials, Factoring xn ï 1.  

Unit:-IV                                                                                                                    (8 Hours) 

Origin and Definition of Cyclic Codes, How to Find Cyclic Codes: The Generator Polynomial,  

Generator Polynomial of the Dual Code, Idempotents and Minimal Ideals for Binary Cyclic Codes. 

Unit:-V                                                                                                                    (8 Hours) 

Some Cyclic Codes We Know, Permutation Groups, Group of a Code, Definition of Quadratic 

Residue (QR) Codes, Extended QR Codes, Square Root Bound, and Groups of QR Codes, 

Permutation Decoding, Decoding the Golay Code. 

 

 



Text Book: 

Introduction to the Theory of Error Coding Codes, Vera Pless, Wiley Inter Science, 3rd  Edition, 1998. 

Chapters: 1, 2(2.1-2.3,  2.1-2.4), 3, 4, 5, 6. 

 

Reference Books:- 

1. Applied Abstract Algebra, R-Lidi, G. Pliz , Springer Verlag, 2nd Edition, 1998. 

2. Introduction to Coding Theory, J.H.Van Lint, Springer Verlag, 2nd Edition, 1991. 

3. Error Correction Coding, T.K. Moon, John Wiley 2005. 

4. Error- Control Coding, S. Lin and D.J. Costello, , Prentice Hall, 2nd Edition, 2004. 

MA62134: Fluid Dynamics (3-0-0) 

Unit - I                                                                                                                         (8 Hours) 

Basic Concepts: Maxwell Electromagnetic field equations, Constitute equations  of fluid 

motion, Lagrange’s and Euler’s methods, Stream lines and path lines, Velocity potential. 

Vorticity vector, Equation of continuity, Cartesian, spherical polar and cylindrical 

coordinates. 

Unit – II                                                                                                                       (8 Hours) 

Fundamental equations of Magneto fluid dynamics, Bernoulli’s equations and theorem and its 

applications, impulsive motion, inspection and dimensional analysis, motion of elliptical 

cylinder. Physical importance of non-dimensional parameters. Reynold’s number, Prandtl 

number. Mach number, Froude Number, Nusselt number. 

Unit – III                                                                                                                     (8 Hours)   

The Navier-stoke’s, equations and the energy equations. P-Buckimgham theorem. Exact 

solutions of MHD equations. Plane Couette flow. Plane Poisseulle flow, Generalized plane 

Couette flow, Haigan-Poisseulle flow through circular pipe.  

Unit - IV                                                                                                                      (8 Hours) 

MHD boundary layer flow, unsteady MHD boundary layer flow. Blasius-Topfer solution, 

Milne Thomson circle theorem, thermal boundary layer,thermal boundary layer equations in 

two dimension. 

Unit-V                                                                                                                          (8 Hours) 

Some three dimensional flows: Motion of a sphere through an infinite mass of a liquid at 

infinity, liquid streaming past fixed sphere, three dimensional source and sinks, three 

dimensional doublet, velocity potential due to three dimensional doublet, image of a three 

dimensional source with regard to a plane. 

Text Book: 
1.  Viscous Fluid Dynamics - J.L. Bansal, Oxford & IBH Publishing. Co., 2nd Edition, 2003. 

Chapters: 2(2.1-2.6), 3 (3.1-3.4, 3.8, 3.9), 4(4.1-4.6),5(5.1-5.4) 6(6.1-6.4),8(8.1-8.5).  

 

2. Fluid Dynamics, M. D. Raisinghania, S. Chand & Company Pvt. Ltd., Revised Edition, 2006. 

Chapters-2(2.1,2.9-2.11,2.11A,2.11B,2.20,2.21,2.26,2.27), 4(4.1-4.4), 10 (10.1-10.3,10.11-10.14), 14(14.1-

14.7),16(16.3A-C,16.4). 

 

Reference Books:  
1.   Fluid Dynamics, Frank Chorlton, CBS Publishers, Delhi, 2004 

2. Theoretical Hydrodynamics, L.M. Milne Thomson, Macmillan Company, New York, Fourth Edition, 1960. 

3. Foundations of  Fluid Mechanics, Shao Wen Yuan, Prentice-Hall, 1967. 

 

 



 

MA62135: Integral and Discrete Transform (3-0-0) 

Unit-I                                                                                                                           (8 Hours) 

Laplace Transform: Definition of the Laplace Transform and Examples, Existence 

conditions, Basic Properties of Laplace Transforms transform of periodic function, unit step 

function and impulse function. The inverse transform, Convolution theorem, Application of 

Laplace transforms. Finite Laplace Transforms and its application. 

 

Unit-II                                                                                                                         (8 Hours) 

Fourier   Transform: The Fourier transform, Inverse Fourier transform, Fourier transform 

properties, Convolution integral, convolution theorem, Parseval’s theorem. Finite Fourier 

transform and Fourier Integral, application to boundary value problem. Finite Fourier Sine 

and Cosine Transforms and its application. 
 

Unit-III                                                                                                                        (8 Hours) 

Discrete Fourier Transform: Fourier transform of sequences, Discrete Fourier transform, 

transfer function. The Fast Fourier Transform:  Intuitive Development, Theoretical 

development of Base 2, FFT algorithm. 

Unit-IV                                                                                                                        (8 Hours) 

Z transform:  Definition, Basic Operational Properties, inverse Z transform, Applications of 

Z Transforms. 

Unit-V                                                                                                                          (8 Hours) 

Hankel Transform: The Hankel Transform and Examples, Operational Properties of the 

Hankel Transform, Applications of Hankel Transforms to Partial Differential equations, 

Finite Hankel Transforms. 

Text Books: 
1. Integral Transform and Their Applications, 2nd Edition, Lokenath Debnath and  Dambaru Bhatta, Chapman 

& Hall/CRC Press, 3rd Edition, 2015. 

Chapters- 2(2.1-2.5, 2.10-2.19), 3(except 3.8), 4(4.1-4.6), 7(7.1-7.5), 10(10.1-10.6), 11, 12(except 12.7), 13 

2. The Fast Fourier Transforms, E.O. Brigham,   Prentice Hall, New Jersy, Illustrated Edition, 1988. 

    Chapters- 6, 8. 

Reference Books: 
1. Theory and applications of Z transform method, E. I. Jury, John Wiley, 1964. 

2. Laplace Transforms, Murray R. Spiegel , Schaum's Outlines, Illustrate Reprint, 1965. 

3. Advanced Engineering Mathematics, Erwin Kreyszig, Wiley India, 10th Edition, 2016. 

4.  Operational Mathematics, Churchill, McGraw Hill, 1972. 

5.  Methods of Applied Mathematics, Hildebrand,   PHI, New Jercy, 1960. 

6. The Discrete Fourier Transform, Theory, Algorithms and Applications, D. Sundararajan, 

   World Scientific, 1st Edition, 2001. 

 

 

 

 

 

 

 

http://www.amazon.com/Murray-R.-Spiegel/e/B001IGNLXS/ref=dp_byline_cont_book_1


MA62136 : Theory of Relativity (3-0-0) 

Unit-I                                                                                                                           (8 Hours) 

Special Theory of Relativity: Inertial frame of reference, postulates of the special theory of 

relativity, Lorentz transformations, length contraction, time dilation, variation of mass, 

composition of velocities, relativistic mechanics, world events, world regions and light cone, 

Minkowski space time, equivalence of mass and energy.    

 

Unit-II                                                                                                                         (8 Hours) 

Tensor Calculus: Space-time and coordinate system, scalar, contravariant and covariant 

vectors, contravariant and covariant tensors, product law, quotient law, metric tensor, 

symmetric and anti-symmetric tensors, Levi-Civita tensors, Christoffel symbols.  

Unit-III                                                                                                                       (8 Hours) 

Covariant differentiation of vectors and tensors, Riemannian affine connection, Lie-

derivative, Geodesics, Geodesic deviation, parallel transport along an extended curve, 

curvature tensor, Bianchi identities, Ricci tensor, scalar curvature, Killing vector field, space-

time symmetries (homogeneity and isotropy), space-time of constant curvature.   

Unit-IV                                                                                                                       (8 Hours) 

General Theory of Relativity: Principle of covariance, principle of equivalence, derivation of 

Einstein’s equation, Newtonian approximation of Einstein’s equation, energy momentum 

tensor for electromagnetic field and perfect fluids. 

Unit-V                                                                                                                       (8 Hours) 

Schwarzschild solution, particle and photon orbits in Schwarzschild space-time, gravitational 

red-shift, planetary motion, bending of light, radar echo delay. 

Text books:  

1. Theory of Relativity by J.K. Goyal and K.P Gupta, Krishna Prakashan Media (P) Ltd. , 15th Edition, 2001. 

Chapters: 1, 2.1-2.8, 3. 

 

2. Theory of Relativity by S.R. Roy and Raj Bali, Jaipur Publishing House, 2nd Edition, 2002.  

Chapters: 2.11-2.31, 3.1-3.21. 

 

Reference Books:  

1. The Theory of Relativity by R.K. Pathria, Dover Publication, 2nd Edition, 1974. 

2. General Relativity and Cosmology, J.V. Narlikar, The Mac-Millan Company of India Ltd., 1978. 

3. Tensor Analysis, I.S. Sokolnikoff, John Wiley and Sons, Inc., 1964. 

4. Space-Time Geometry: An Introduction to General Relativity, S. Carroll, Addison-Wesley 2003. 

5. Introduction to General Relativity, Lewis Ryder, Cambridge University Press, 2009. 

6. A First Course in General Relativity, Bernard Schutz, Cambridge University Press, 2nd Edition, 2009. 

7. General Relativity, Robert M. Wald, The University of Chicago Press, 1984. 

 

 

 

 

 



MA62137 : Wavelets: Theory and Applications (3-0-0) 

Unit-I                                                                                                                           (8 Hours) 

Fourier transform and their applications: Fourier transform on L1 (R), Basic Properties of 

Fourier transform,  Fourier transform on L2 (R), Poisson’s Summation Formula. 

Unit -II                                                                                                                         (8 Hours) 

Gobor Transformations – Definition, Basic Properties and Examples.  

Unit -III                                                                                                                       (8 Hours) 

The Wigner Ville Distribution and Time Frequency Signal Analysis: 

Introduction, Definition, Basic Properties and Examples of Wigner Ville Distribution, 

Wigner Ville Distribution of Analytic Signals and Band Limited Signals, Definitions and 

Examples of Woodward Ambiguity Functions, Basic Properties of Ambiguity Functions, The 

Ambiguity Transformations and Its properties, Discrete Wigner Ville Distribution 

Unit -IV                                                                                                                      (8 Hours) 

Wavelet Transforms and Basic Transforms: Introduction, Continuous and Discrete Wavelet 

Transforms, Basic Properties of Wavelet Transforms, Orthonormal Wavelets . 

Unit -V                                                                                                                         (8 Hours) 

Definition of Multiresolution Analysis and examples, Properties of scaling functions and 

orthonormal wavelets bases, Construction of orthonormal wavelets, Daubechies’ Wavelet and 

Algorithm. 

Text Book: 
1. Wavelet Transforms and Their Applications,  L. Debnath, Birkhäuser, 2002.  

Chapters:- 3(pp.143 – 181), 4(pp.257 – 273), 5(307 - 350), 6(pp.361 – 381, 392 - 399), 7(pp.403 – 447). 

 

Reference Books: 

1. Fourier and Wavelet Analysis, . G. Bachman, L. Narici, and E. Beckensterin, Springer-Verlage, 2000. 

2. An Introduction to Wavelets, C.K. Chui, Academic Press, 1992. 

 

MA62138: Algebraic Topology (3-0-0) 

Unit I                                                                                                                           (8 Hours) 

Geometric complexes and Polyhedra: Introduction-Examples-Orientations of geometric 

complexes. 

Unit II                                                                                                                          (8 Hours) 

Simplicial Homology Groups: Chains-Cycles-boundaries and Homology groups-Examples 

of Homology 

groups-The structure of Homology groups-The Euler-Poincare Theorem-Pseudomanifolds 

and the Homology groups of Sn 

Unit III                                                                                                                        (8 Hours) 

Simplicial Approximations: Induced homomorphisms on the Homology groups-The 

Brouwer fixed point Theorem and related results.  

Unit IV                                                                                                                         (8 Hours) 

The Fundamental group-The covering homotopy property for S_-Examples of fundamental 

groups-the relation between  

Unit V                                                                                                                          (8 Hours) 

Covering spaces -Definition and some examples-Basic properties of covering spaces- 

Classification of covering spaces-Universal covering spaces. 



Text Book: -  

1. Basic concepts of Algebraic Topology, Fred H.Croom, Springer Verlag, 1st Edition, 1978. 

Chapters : 1 - 5. 

Reference Books: 

1. Algebraic Topology, Allen Hatcher, Cambridge University Press, First Edition, 2002. 

2. B.K.Lahiri-A first Course in Algebraic Topology, Alpha Science International Ltd,1st Edition, 2000 

3. Topology and Geometry, Glen E.Bredon, Springer, Corrected Edition, 1997.  

4. An Introduction to Algebraic Topology, Joseph J.Rotman, Springer Verleg, New York, 1st Edition, 1999. 

 

 

 

MA61222: Optimization Laboratory  

Course Details: 

List of Programs/Experiments:  

Programme using MATLAB/C/C++/R on implementation/solving problems involving the following. 

1. Solving LPP by simplex method. 
2. Solving LPP by dual simplex method. 
3. Solving one dimensional Optimization Problems using Fibonacci method. 
4. Solving one dimensional Optimization Problems using Golden Section Search method. 
5. Solving problems by steepest descent method 
6. Solving unconstrained problems by conjugate gradient method. 
7 Solving problems by unconstrained gradient based optimization methods such as Newton/ Quasi-
Newton type method. 
8. Solving constrained optimization problems by Lagranges method. 
9.  Solving constrained optimization problems by cutting plane method. 
10. Solving constrained optimization problems by gradient projection method. 
 

      Text Book: 

1. Optimization: Theory and Practice by M.C. Joshi and K. Moudgalya, Narosa Publishing House, 

New Delhi, First Edition, 2004. 
 

Reference Books: 

1. Numerical Optimization, Jeorge Nocedal and Stephen J. Wright, Springer, 2nd Edition, 1999. 

2. Convex Optimization by Stephen Boyd and Lieve Vandenberghe, Cambridge University Press, 7th 

Printing, 2009. 

3. Optimization for Engineering Design, Kalyanmoy Deb, PHI Learning Pvt Ltd, 2nd Edition, 2012. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 



DETAILED SYLLABUS 

 

FOURTH SEMESTER 

 

MA61124:   Machine Learning (4-0-0) 

Credits: 4                                                 Teaching Scheme: - Theory 5 Hrs/Week 

 

Pre Requisites: Knowledge on Computer programming, Algorithm design, basics of 

probability & statistics 

 

Course Objectives:   

1. To let the students understand the basic concepts of machine learning. 
2. To make students aware about computational problems lie on biology. 
3. To improve the programming skills of the student in bioinformatics domain. 

 

Course Details:  

 

Unit 1  

 Introduction to Machine Learning, Supervised Learning:                  (10 Hrs)  

Introduction to Machine Learning : What is Machine Learning. Examples of Machine 

Learning Applications (Learning Associations, Classification, Regression, Unsupervised 

Learning, Reinforcement Learning).  

Supervised learning: Learning a Class from Examples, Vapnik-Chervonenkis (VC) 

Dimension, Probably Approximately Correct (PAC) Learning, Noise,  Learning Multiple 

Classes,  Regression, Model Selection and Generalization, Dimensions of a Supervised 

Machine Learning Algorithm.                                                                                           
 
 

Unit 2  

Bayesian Decision Theory, Linear Methods for Regression                      (10 Hrs)  

Bayesian Decision Theory : Introduction, Classification, Losses and Risks, Discriminant 

Functions, Utility Theory, Association Rules.  

 

Linear Methods for Regression: Introduction, Linear Regression Models and Least Squares,  

Example: Prostate Cancer, The Gauss–Markov Theorem, Multiple Regression from Simple 

Univariate Regression, Multiple Outputs, Subset Selection, Best-Subset Selection, Forward- 

and Backward-Stepwise Selection, Forward-Stage wise Regression, Shrinkage Methods,  

Ridge Regression, The Lasso, Discussion: Subset Selection, Ridge Regression and the Lasso.  

 

Unit 3  

Dimensionality Reduction, Clustering.                                              (10 Hrs)  
 

Dimensionality Reduction: Introduction, Subset Selection, Principal Components Analysis,  

Factor Analysis, Multidimensional Scaling, Linear Discriminant Analysis, Isomap, Locally 

Linear Embedding. 

 



Clustering: Introduction, Mixture Densities, k-Means Clustering, Expectation-Maximization 

Algorithm, Mixtures of Latent Variable Models, Supervised Learning after Clustering,  

Hierarchical Clustering, Choosing the Number of Clusters.  

 

 

Unit 4  

Neural Networks, Support Vector Machines.                                  (10 Hrs)  

 

Neural Networks: Introduction, Projection Pursuit Regression, Neural Networks, Fitting 

Neural Networks, Some Issues in Training Neural Networks, Starting Values, Over fitting, 

Scaling of the Inputs, Number of Hidden Units and Layers, Multiple Minima.  

 

Support Vector Machines: Introduction, The Support Vector Classifier, Computing the 

Support Vector Classifier, Support Vector Machines and Kernels, Computing the SVM for 

Classification, The SVM as a Penalization Method, Function Estimation and Reproducing 

Kernels, SVMs and the Curse of Dimensionality, A Path Algorithm for the SVM Classifier,  

Support Vector Machines for Regression, Regression and Kernels.   

 

 

Unit 5  
Prototype Methods and Nearest-Neighbors, Unsupervised Learning.    (10 Hrs)  
 

Prototype Methods and Nearest-Neighbors: Introduction, Prototype Methods, K-means 

Clustering, Learning Vector Quantization, Gaussian Mixtures, k-Nearest-Neighbor 

Classifiers,  Invariant Metrics and Tangent Distance, Adaptive Nearest-Neighbor Methods. 

 

 Unsupervised Learning: Introduction, Association Rules, Market Basket Analysis, The 

Apriori Algorithm, Example: Market Basket Analysis, Unsupervised as Supervised Learning,  

Generalized Association Rules, Choice of Supervised Learning Method,  Cluster Analysis, 

Proximity Matrices, Dissimilarities Based on Attributes, Object Dissimilarity, Clustering 

Algorithms, Combinatorial Algorithms, K-means, Gaussian Mixtures as Soft K-means 

Clustering.  
 

Text Books:  
 

1. Introduction to Machine Learning, Ethem Alpaydin, Second Edition, The MIT Press, 
Cambridge, Massachusetts, London, England, 2010. 
Chapters: 1(1.1 ɀ 1.2), 2(2.1 ɀ 2.8), 3(3.1 ɀ 3.6), 6(6.1 ɀ 6.8), 7(7.1 ɀ 7.8) 
 

2. The Elements of Statistical Learning, Trevor Hastie, Robert Tibshirani, Jerome Friedman, 
Springer, Second Edition, 2009. 
Chapters: 3(3.1 ɀ 3.4), 11(11.1 ɀ 11.5), 12(12.1 ɀ 12.3), 13(13.1 ɀ 13.4), 14(14.1 ɀ 
14.3 (up to 14.3.7)  
 

 

Reference Books:  
 

1. Machine Learning. Tom Mitchell. First Edition, McGraw- Hill, 1997. 
2. Pattern Recognition and Machine Learning, Christoher M. Bishop, Springer, 2006. 
3. Machine Learning A Probabilistic Approach, Kevin P. Murphy, The MIT Press,Cambridge, 

Massachusetts, London, England, 2012. 

4. Bayesian Reasoning and Machine Learning, David Barber, Cambridge University 

Press,  First Edition, 2012 

5. Fundamentals of Machine Learning For Predictive Data Analytics, John D. 
Kelleher, Brian Mac Namee, Aoife D. Arcy, The MIT Press,Cambridge, Massachusetts, 
London, England, 2015. 

 



 

Course Outcomes:  
 

Upon completion of the course, graduates will be able to –  

 

 

MA61125:   Numerical Solution of Differential Equations (4-0-0) 

Credits: 4                                                          Teaching Scheme: - Theory 5 Hrs/Week 

 

Pre Requisites: Knowledge on Computer programming, Algorithm design, basics of 
probability & statistics 

 

Course Objectives:   

1. To let the students understand the basic concepts of Numerical solution of differential 
equations. 

2. To be familiar with partial differential equations by finite scheme. 
3. To improve the programming skills of the student in Numerical calculation. 
 
Course Details:  

 
Unit 1                                                                                                                          (10 Hrs) 
Elements of Ordinary differential initial values problem                                       

Numerical solution of ordinary differential equations by initial value problems. 
Numerical solution of differential equations by finite difference methods, Picardôs 
successive approximation, Taylor series expansion, Euler method, modified Euler 
method, Runge-Kutta methods.  
 
Unit 2                                                                                                                             (10Hrs) 
Numerical Solution of Ordinary Differential Equations by Finite Element Method:                                                                                                                                            

Multistep methods: Predictor corrector methods. Milnes method, Admas-Moultan 
method, Admas-Bashforth method, Error analysis of Methods: Truncation error, 
Stability analysis, Stability of system of IVPs and Stiff Systems.   
 
Unit 3                                                                                                                 (10 Hrs) 
Numerical Solution of Boundary Value Problems involving Ordinary Differential 
Equations:                                                                                        

Introduction, Approximate methods: Shooting Methods, Difference method, nonlinear 
boundary value problems 2nd order, and linear Eigen values problems: Eigen values, Eigen 
vectors, the iteration Methods, and Convergence analysis. 

 
 Unit 4                                                                                                                 (10Hrs)                                                                                                     
 Numerical Solution of Partial Differential Equations by Finite Difference Schemes:   

Numerical solution of partial differential equations by finite difference methods ï 
Classification, finite difference approximation of derivative, finite difference solution of 
parabolic differential equation(Laplace Equation and Poisson Equation),Numerical solution 
of hyperbolic PDE(One Dimensional Heat Equation, Two Dimensional Heat Equation by 
using implicitly and explicitly method) , Numerical solution of elliptical(One Dimensional 
Wave Equation)  
                                                                                                                                                                                                                                                                                         
Unit 5                                                                                                                            (10 Hrs) 
Integral Equations:                                       

Integral equation: Volterra integral equation, Fredholm integral equation, singular integral 
equation, non-linear integral equation, Numerical Solution of integral equations. 
 



 
 
 

Text Books: 

1. M.K. Jain óôNumerical solutions of Differential equationsò New age international 

publishers. 

(Unit-I-2.1, 2.2, 2.3, 2.4, 2.5, 2.6 and 2.9)(Unit-II 3.1, 3.2, 3.3, 3.4, 3.5 and 3, 6) 

(Unit-III-4.1, 4.2, 4.3, 4.4, 4.5, 4.6 and 4.7)(Unit-4-5.1, 5.2, 5.3, 5.6, 6.1, 6.2, 6.3, 6.4, 

6.5, 7.4) 

 

2. M. Rahman Integral Equations and their Applications(Unit-5,Ch-2 -2.1-2.6,Ch-3-3.1-

3.4,Ch-4.3-4.5,Ch-5.3-5.5) 

Reference Books: 

 

1. Sujata Sinha, Subhabrata Dindaò Numerical and statistical Methods with 

programming in Cò ChapraSC, Canale, R P Numerical Methods for engineers, Tata 

McGraw Hill, 2003. 

2. M.K.Jain, S R K Layer, R.K.Jain Numerical methods for scientific and Engineering 

Computation. 

3. G.D Smith, Numerical solution of partial differential equations(Oxford applied 

Mathematics and computing science series) 

 

....................................................................................................................................... 

CO1: Numerical solutions of boundary value problems, Shooting Method, Picardôs 

approximation, Euler method, modified Euler method, Rungekutta methods  

CO2: Predictor corrector methods,Milnes method, Admas-Moultan method, 

Admasbasforth method, Error analysis of Methods: Truncation error. 

CO3: Shooting Methods, Difference method, nonlinear boundary value problems 2nd 

order, and linear Eigen values problem. 

 CO4: The solution of parabolic, hyperbolic, elliptical partial differential equations, 

heat equations. 

CO5: Volterra integral equation, Fredholm integral equation, singular integral 

equation. 

 

 

 



 

MA62139: THEORY OF COMPUTATION (4-0-0) 

Unit - 1                                                                                                                (10 HOURS) 

Introduction of Finite Automata 

 Introduction to the concept of automata, Introduction to formal proof, The Central 
Concept of automata theory,  Informal picture of finite automata, Deterministic finite 
automata, Non - deterministic finite automata, Application. 

 

Unit – 2                                                                                                    (10 HOURS) 

Regular Expressions and Languages 

Regular expressions, Finitet automata and regular expressions, Application of 
regular expressions, Algebraic law of regular expressions, Pumping lemma and its 
application for regular language, Closure and Decision properties of regular 
languages. 

 

Unit – 3                                                                                                                 (10 HOURS) 

Context - free Grammars and Pushdown Automata 

Context ï free Grammars, Parse trees, ambiguity in grammar & Languages, 
Pushdown automation, The language of PDA, Equivalence of PDAs and CFSôS, 
Deterministic pushdown automata.  

  

 

CORE ELECTIVE(COMPUTER SCIENCE) – 02 
 

SERIAL 
NO. 

SUBJECT 
CODE 

SUBJECT L-T-P CREDIT 

1 MA62139 Theory of Computation 4-0-0 4 

2 MA62140 Data Ware Housing 4-0-0 4 

3 MA62141 Artificial Intelligence 4-0-0 4 

4 MA62142 Java Programming 4-0-0 4 

5 MA62143 Simulation And Modelling 4-0-0 4 

6 MA62144 Operating System 4-0-0 4 

7 MA62145 Computational Finance 4-0-0 4 

8 MA62146 Mathematical Epidemiology 4-0-0 4 

9 MA62147 Software Engineering 4-0-0 4 

10 MA62148 Embedded System 4-0-0 4 

11 MA62149 Digital Image Processing and 

Analysis 
4-0-0 4 

12 MA62150 Mobile Computing 4-0-0 4 

13 MA62151 Wireless Sensor Network Theory 4-0-0 4 

14 MA62152 CLOUD COMPUTING 4-0-0 4 

15 MA62153 Data Mining  4-0-0 4 



Unit – 4                                                                                                                 (10 HOURS) 

Properties of Context - free Grammars 

Normal forms for Context ï free Grammars, The pumping lemma for context free 
languages, Closure and Decision properties of CFLôs. 

 

Unit – 5                                                                                                                (10 HOURS) 

Introduction to Turing Machine 

Problems that computers cannot solve, The Turing Machine, The programme 
Techniques for Turing Machines, Extensions to the basic Turing Machines. 

 

Text Book: 

Introduction to Automata Theory Languages and Computation, J E. Hoperoft, R Motwani J. 
D. Uliman,  Pearson Education, 2nd Edition, 2001. 

Chapters – 1(1.1, 1.2, 1.5), 2(2.1 -  2.3), 3, 4(4.1 - 4.3), 5(Excluding 5.3), 6, 7(7.1 - 7.4), 8(8.1 – 8.4).  

 

Reference Books: 

1. Fundamentals of the Theory of computation, Principles and Practice, R. Greenlan H. J. Hoover, 

Morgan Kaufmann Publishers, Inc. San Francisco, California, First Edition, 1998.  

2. An introduction to Formal Languages and Automata, Peter linz,  Jones & Bartlett Learning, 

Canada, 2012. 

3. Theory Of Computer Science Automata, Languages And Computation, K. L. P.  Mishra And N. 

Chandrasekharan, Prentice'Hall Of India, Third Edition, 2008. 

4. Introduction to Automata Theory Languages and Computation, J. D. Uliman, Pearson Education,  

2nd Edition, 2001.  

5. Introduction to Theory of Computation, Michael Sipser, Cengage Learning, 2nd Edition, 2012.  

 

MA62140: DATA WAREHOUSING (4-0-0) 

Unit - 1                                                                                                               (10 HOURS) 

Introduction to Data Warehousing  

Introduction to Data Mining, Paradigm, Computing Paradigm, Business Paradigm, Business 

Problem Definition, Operational & informational Data stores, Data Warehouse Definition & 

characteristics, Data Warehouse Architecture, Client /Server Computing Model & Data 

Warehouse, Overviews of Client/server Architecture, Server specialization in client/server 

computing Environment, Server Function, Server H/W Architecture RISC verses CISC, 

Multiprocessor System, SMP implementation, Parallel Processors and Cluster Systems. 

 

Unit – 2                                                                                                                (10 HOURS) 

Introduction of Finite Automata 

Distributed Memory Architecture, Cluster System, Advances in Multiprocessing 

Architecture, Server Operating System, Operating System Implementation Data Warehousing 

Component, Overall Architecture, Data Warehouse Database Sourcing, Acquisition, Cleanup 

&transformation Tools, Metadata, Access Tools, Data Marts, Data Warehouse 

Administration and Management, Information Delivery System, Business & Data Warehouse 

 

 



Unit – 3                                                                                                                 (10 HOURS) 

Introduction of Finite Automata 

Business Consideration :Return& Investment, Design Consideration, Implementation 

Consideration, Benefits of Data Warehousing, Mapping the Data Warehouse to Multi 

Processor Architecture, Database architecture for Parallel Processing, Shared Memory 

Architecture, Shared Disk Architecture, Shared Nothing Architecture, Combined 

Architecture 

 

Unit – 4                                                                                                                 (10 HOURS) 

Introduction of Finite Automata 

Introduction to Data Mining, Measuring Data Mining effectiveness: Accuracy , speed & 

Cost, Embedding Data Mining into your Business Process, Discovery verses Prediction, 

Comparing the Technology, Business Score Card, Application Score Card, Algorithm Score 

card, Decision Tree, CART, CHAID, Growing the Tree, When does the Tree stop growing, 

Strength & Weakness, Algorithm Score Card, Neural Network, Different types of neural 

N/W, Kohonen feature maps, Nearest Neighbor and Clustering, Business Score Card Where 

to use clustering & nearest neighbor prediction, Clustering for clarity, Clustering for out layer 

analysis, Nearest Neighbor for prediction, Application Score Card 

 

Unit – 5                                                                                                                  (10 HOURS) 

Introduction of Finite Automata 

Introduction to Data Mining, Measuring Data Mining effectiveness: Accuracy , speed & 

Cost, Embedding Data Mining into your Business Process, Discovery verses Prediction, 

Comparing the Technology, Business Score Card, Application Score Card, Algorithm Score 

card, Decision Tree, CART, CHAID, Growing the Tree, When does the Tree stop growing, 

Strength & Weakness, Algorithm Score Card, Neural Network, Different types of neural 

N/W, Kohonen feature maps, Nearest Neighbor and Clustering, Business Score Card Where 

to use clustering & nearest neighbor prediction, Clustering for clarity, Clustering for out layer 

analysis, Nearest Neighbor for prediction, Application Score Card 

 

Text Book: 

Data Warehousing, Data Mining & OLAP by Alex & Stephen, McGraw Hill., First Edition, Thirteenth 
Reprint, 2008. 

Chapters – 1 – 11.   

 

Reference Books: 

1. Data Warehousing: Concepts, Techniques, Products and Applications, C. S. R. Prabhu, 

Prentice Hall of India, EEE  

2. Data Warehousing Fundamentals, Parulraj Ponniah, John Willy and Sons, willy Student 

Edition, 2001. 

3. Building the Data Warehouse, William H. Inmon, Willy Publishing INC., 4th Edition, 2005.   

 

 

 

  

https://www.amazon.in/Data-Warehousing-Concepts-Techniques-Applications/dp/8120336275/ref=sr_1_5?s=books&ie=UTF8&qid=1509783806&sr=1-5&keywords=data+warehousing
https://www.amazon.in/Data-Warehousing-Concepts-Techniques-Applications/dp/8120336275/ref=sr_1_5?s=books&ie=UTF8&qid=1509783806&sr=1-5&keywords=data+warehousing
https://www.amazon.in/Data-Warehousing-Concepts-Techniques-Applications/dp/8120336275/ref=sr_1_5?s=books&ie=UTF8&qid=1509783806&sr=1-5&keywords=data+warehousing
https://www.amazon.in/Data-Warehousing-Concepts-Techniques-Applications/dp/8120336275/ref=sr_1_5?s=books&ie=UTF8&qid=1509783806&sr=1-5&keywords=data+warehousing
https://www.amazon.in/Data-Warehousing-Concepts-Techniques-Applications/dp/8120336275/ref=sr_1_5?s=books&ie=UTF8&qid=1509783806&sr=1-5&keywords=data+warehousing
https://www.amazon.in/Data-Warehousing-Mining-PB/dp/9350387832/ref=sr_1_9?s=books&ie=UTF8&qid=1509783806&sr=1-9&keywords=data+warehousing
https://www.amazon.in/Data-Warehousing-Mining-PB/dp/9350387832/ref=sr_1_9?s=books&ie=UTF8&qid=1509783806&sr=1-9&keywords=data+warehousing


MA62141: ARTIFICIAL INTELLIGENCE (4-0-0) 

Unit - 1                                                                                                               (10 HOURS) 

Introduction and Problem Solving:  
Artificial Intelligence: Introduction, Intelligent Agents: Agents & Environments, Concept of 

Rationality, Nature & Structure of Agents; Problem Solving: Solving Problems by 

Searching, Classical Search, Adversarial Search, Constraint Satisfaction Problems. 

 

Unit - 2                                                                                                               (10 HOURS) 

Knowledge, Reasoning, and Planning 
 Knowledge, Reasoning and Planning: Logical agents, First order logic, Inference in First 

order logic, Classical planning, Knowledge Representation; Uncertain Knowledge and 

Reasoning: 

 

Unit-3                                                                                                                   (10 HOURS)  

Uncertain Knowledge and Reasoning 
Probabilistic Reasoning, Learning from Examples, Knowledge in Learning. 

 

Unit-4                                                                                                                   (10 HOURS)  

Learning 
Knowledge Representation; Uncertain Knowledge and Reasoning: Probabilistic Reasoning, 

Learning from Examples, Knowledge in Learning. 

 

Unit-5                                                                                                                (10 HOURS)  

Natural Lannguage Processing and Communication 
Natural Language Processing: Language models, Text Classification, information retrieval, 

information extraction, Natural Language for Communication: Phrase structure Grammars, 

Syntactic Analysis, Augmented grammars and semantic interpretation, Machine translation, 

Speech recognition; Perception.  
 

Text Books:  
1.  Artificial Intelligence: A Modern Approach, Stuart Russell and Peter Norvig, Pearson 

Education, New Delhi, Third Edition, 2010.  

Chapters: 1, 2, 3, 4 (4.1, 4.2), 5 (5.1, 5.2, 5.3), 6, 7, 8, 9, 10 (10.1, 10.2, 10.3, 10.5), 12, 14 

(14.1-14.6), 18 (18.1- 18.7), 19 (19.1, 19.2, 19.3), 22, 23.   

 

Reference Books:  
1. Artificial Intelligence, Elaine A. Rich and Kevin Knight,  McGraw- Hill Education (India), 

New Delhi, 3
rd 

Edition, 2009.  

2. Artificial Intelligence: A New Synthesis, Nills J. Nilsson, Elsevier India 

    Publications, New Delhi, 2
nd 

Edition, 2000.  

3. Artificial Intelligence: A Guide to Intelligent Systems, Michael Negnevitsky,  Pearson 

Education, Inc. New Delhi, Second Edition, 2005.  

4. Introduction to Artificial Intelligence and Expert Systems, Dan W. Patterson, PHI 

Learning Pvt. Ltd., New Delhi, 1
st 

Edition, 1996.  

5. Artificial Intelligence Illuminated, Ben Coppin, Narosa Publication, New Delhi. ISBN: 

978-81-7319-671-3, 2005.  
 

 

 

 

  



MA62142 : JAVA PROGRAMMING (4-0-0) 

Unit-1                          (10Hours) 

Introduction to Java Programming Language: Features of Java, Data types, constant, 

variables, operators, selection statement and looping, array, string & I/O. 

Object Oriented Programming Concept: class & objects, constructor, static, final, this 

keywords, inner class. 

Inheritance & Polymorphism: Types of Inheritance, access specifies & modifiers, method 

overloading, overriding, use of super keyword, abstract classes, Dynamic method dispatch, 

Interfaces. 

Unit-2                          (10 Hours) 

Package: Introduction, using system packages, creating package, accessing and using a 

package, adding class to a package. 

Exception Handling: Introduction, Exception class Hierarchy, checked and unchecked 

Exception, Exception handling using try & catch, multiple catch, throw, throws, finally, built-in 

exception , user defined exception.   

Unit-3                          (10 Hours) 

Multi-threading: introduction, thread lifecycle, thread creation, using thread life cycle 

methods, thread priority, thread synchronization. 

Stream & files in Java: concept of streams, stream classes, Byte stream, character stream, 

using File class, Reading & writing binary and character files. 

JDBC: Introduction, Types of JDBC drivers, Steps for JDBC connection, Operations on 

Oracle Database. 

Unit - 4             (10 Hours) 

Web Programming:- Basics of HTML : Syntax, Document structures, images, hyperlinks, 

List, Tables, Forms, Frames, CSS, Basic JavaScript Programming: DOM, Loops, Function 

and Arrays, Event Handling. 

Unit - 5              (10 Hours) 

Java Servlet Technology: - Lifecycle of a Servelet, Servelet API, Servlet Packages, Types 

of servlets, Database Access, Stateless and Stateful protocols, Session Tracking. 

JSP Technology: - Architecture of JSP Page, JSP life cycle, Dynamic Webpage Creation, 

Scripting Elements, Session Tracking, Database Access.     

Text Books:  

1. Java the complete reference, Herbert Schildt, Oracle Press, 9
th

Edition. 

Chapters 1 to 11 and 20 

2. Java Server Programming (JEE 6) Black Book, S. Kongent, Dreamtech / Wiley 
India Pvt. Ltd., Edition- 2010.  
Chapters 1 to 5, 7 and 8 

3. HTML 5 Black Book : Covers Css3, Java script, XML, XHTML, Ajax, PHP And 
Jqueryò, Kogent Solutions. 

 

Reference Books:  

1. Introduction to Java Programming, Y. D. Liang, Pearson Education, 7
th
Edition. 

2.  Core Java: An Integrated Approach, R. Nageswara Rao, 1st Edition, Kogent 
Solutions. 

3.  Programming with Java: A Primer, E. Balagurusamy, 4th Edition, McGraw-Hill Education 

(India), New Delhi.   



 

MA62143 Simulation and Modelling 

Unit-1                                                                                                                                                     (10 Hours) 

Random Numbers:  

Introduction, Pseudo Random Number Generation, Using Random Numbers to Evaluate Integrals, 

Generating Discrete Random Variables: Inverse Transform Method, Generating Poisson and 

Binomial Random Variables, The Acceptance – Rejection Techniques,  The Composition Approach, 

The Alias Method for Generating Discrete Random Variables,  

Unit-2                                                                                                                                                     (10 Hours) 

Generating Continuous Random Variables: The Inverse Transform and Rejection Methods, The 

Polar Method for generating Normal Random Variables, Generating Poisson Process.  

The Multivariate Normal Distribution and Copulus: Generating a Multi Variate Normal Random 

Vector, Copulus, Generating Variables from Copulus Models.  

Unit-3                                                                                                                                                     (10 Hours) 

Discrete Event Simulation Approach: Simulation Via Discrete Event, Simulation of Queuing,  

Inventory and Insurance Risk Models.  

Statistical Analysis of Simulated Data: The sample mean and variance, Interval Estimate of a 

Population Mean, The Bootstrapping Technique for Estimating Mean Square Errors. 

 Unit-4                                                                                                                                                      (10 

Hours) 

Variance Reduction Techniques: The Use of Antithetic and Control Variables, Variance 

Reduction by Conditioning, Stratified Sampling and its Applications, Importance Sampling, 

Using Common Random Numbers, Evaluating an Exotic option, The Conditional Bernouli 

Sampling Method, Normalized Importance Sampling, Latin Hypercube Sampling.  

Unit-5                                                                                                                                                      (10 Hours) 

Statistical Validation Techniques: Goodness of Fit Tests, The Two Sample Problem, Validating the 

Assumptions of Non Homogenous Poisson’s Process. 

Markov Chain Monte Carlo Methods: Markov Chains, The Sastings – Macrpolis Algorithms, The 

Gibb’s Sampler, Continuous Time Markov Chain and Queueing Loss Models, Simulated Anealing, The 

Sampling Importance Resampling Algorithm,  Coupling from the Past.  

Text Books:  

1. Simulation, Sheldon M. Ross, Elsevier, Fifth Edition, 2013.  

Chapters: 3 - 12 

Reference Books:  

1. Simulation Modeling and Analysis, M.Law and W.D.Kelton, Tata Mcgraw-Hill Publishing 

Company Limited, Third Edition, 2003. 

2. System Simulation and Modeling , Sankar Sengupta,  Pearson, 2013. 

3. System Simulation With Digital Computer, Narsinh Deo, PHI Learning, First Edition, 1978. 
4. Discrete Event System Simulation, Jerry Banks, John S. Carson, Barry l. Nelson, David M. 

Nicol, Pearson Education, Fourth Edition, Third Impression, 2013.  

5. System simulation, Geoffrey Gordon, Prentice-Hall, 2nd Edition, 1978. 

6. System Simulation, D. S. Hira, S. Chand and Company LTD, 2nd Revised Edition, 2008. 



 

MA62144: OPERATING SYSTEMS (3-0-0): 

Unit-1                                                                                                                  (10 HOURS)  
Introduction — Evolution of Operating Systems, Types of operating systems, Operating 

System Structures, Hardware and software structures needed for an operating system.  

 

Unit-2                                                                                                                   (10 HOURS)  
 

Process Management: Processes—States & Life cycle of process, Schedulers, Context 

Switching, Process scheduling policies—Preemptive vs. Non-preemptive, CPU scheduling 

algorithms, Threads—States & Life cycle of thread, thread scheduling, Types of threads & 

Examples. Inter-process Communication (IPC) Mechanisms—Concurrent processes, Process 

synchronization, Critical Section, Peterson’s Solution, Classic IPC Problems, Semaphores, 

Concurrent programming, Monitors.  
 

Unit-3                                                                                                                        (10 HOURS)  

Deadlock—Basic cause of deadlock, Conditions for deadlock, resource allocation graph, 

Wait for graph, Strategies for handling deadlocks, Starvation, Havender’s linear ordering 

principle, deadlock avoidance & detection, Safe state, Dijikstra’s Banker’s Algorithm.  

 

Unit-4                                                                                                                        (10 HOURS)  

Memory Management: Main Memory, Static & Dynamic Partition schemes, multiple 

partitions schemes, Fragmentation, Compaction, Buddy Systems, Partition selection 

algorithms, de-allocation strategy, Swapping, Contiguous Memory Allocation, Paging, 

Structure of the Page Table.  

 

Segmentation, Virtual Memory: Demand Paging, Copy-on-Write, Page Replacement 

Policies, Belady’s Anomaly, Thrashing, Working set model.  
 

Unit-5                                                                                                                      (10 HOURS)  

Storage (File and Device) Management: File-System Interface, File-System 

Implementation, Mass-Storage Structure, Disk Scheduling, RAID Structure, I/O Systems.  

Outline of : Multiprocessor Management, Protection & Security, Real-Time Operating 

Systems, and Multimedia Operating Systems, Case Studies: Windows XP/ Vista, Linux.  

 

Text book:  
1. Operating System Concepts, Abraham Silberschatz, Peter Baer Galvin, Greg Gagne,  

Ninth Edition, 2013, Wiley, Chapters: 1-15 & 19-22.  
 

Reference Books:  

1. Operating Systems, Harvey M. Deitel, Paul J. Deitel, David R. Choffnes, Third 

Edition, 2004, Pearson Education Inc., New Delhi.  

2. Operating Systems: A Spiral Approach, Ramez Elmasri, A. G. Carrick, David Levine,  

First Edition, 2009, McGraw-Hill Education (India), New Delhi.  

3. Understanding Operating Systems, Ann McIver Hoes and Ida M. Flynn, Fifth Edition, 

2009, CENGAGE Learning India Pvt. Ltd., New Delhi.  

4. Operating Systems, Gary Nutt,  3
rd 

Edition, 2004, Pearson Education Inc., New Delhi.  

5.Modern Operating Systems, Andrew S. Tanenbaum ,Third Edition, 2008, PHI Learning 

Pvt. Ltd., / Pearson Education Inc., New Delhi.  

6. Operating systems - Internals and Design Principles, W. Stallings, 6th Edition, 

Pearson. 
 

 

  



MA62145: Computational Finance (4-0-0): 

UNIT-1                                                                                                                    (10 Hours) 

Basic Concepts:   

Random Walk, Another Take on Volatility and Time, A First Glance at Ito’s Lemma, 

Continuous Time: Brownian Motion and  More on Ito’s Lemma, Two-Dimensional 

Brownian Motion, 6 Bivariate Ito’s Lemma,  Three Paradoxes of Finance. 

 

Principles of Financial Valuation: 

Uncertainty, Utility Theory, and Risk, Risk and the Equilibrium Pricing of Securities, The 

Binomial Option Pricing Model, Limiting Option-Pricing Formula, Continuous-Time 

Models, The Black-Scholes/Merton Model – Pricing Kernel Approach, The Black-

Scholes/Merton Model – Probabilistic Approach, The Black-Scholes/Merton Model – 

Hedging Approach. 

 

 UNIT-2                                                                                                                (10 Hours) 

Interest Rate Models 

Interest Rate Derivatives, Bonds and Yields, Naive Models of Interest Rate Risk, An 

Overview of Interest Rate Derivatives, Yield Curve Swaps, Factor Models. 

UNIT-3                                                                                                                  (10 Hours) 

Mathematics of Asset Pricing 

Random Walks, Arithmetic Brownian Motion, Geometric Brownian Motion, Ito Calculus, 

Mean-Reverting Processes, Jump Process, Kolmogorov Equations, Martingales.  

 

UNIT-4                                                                                                                    (10 Hours) 

Deterministic Cash Flow Streams: 

The Basic Theory of Interest: Introduction to Cash Flow, Investment and Markets, Typical 

Investment Problems, Principal and Interest, Present and Future Values of Streams, Internal 

Rate of Return, Evaluation Criteria, Fixed Income Securities: The Market for Future Cash, 

Value Formulas, Bond Details Yield, Duration, Immunization, The Term Structure of 

Interest Rate: The Yield Curve, The Term Structure, Forward Rate, Term Structure 

Explanations, Expectations Dynamics, Running Present Value, Floating Rate Bonds, 

Duration, Immunization. 

 

UNIT-5                                                                                                                    (10 Hours) 

Single Period Random Cash Flow 

Mean – Variance Portfolio Theory : Asset Return, Random Variables, Random Returns, 

Portfolio Mean and Variance, The Feasible Set, The Markowitz Model, The Two Fund 

Theorem, The Inclusion of Risk Free Asset, The One Fund Theorem.  

 

Text books:  

1. Financial derivatives: Pricing, applications and Mathematics, J Baz and G Chacko, 

Cambridge University Press, 2004.  

      Chapters: 1, 2 (2.1 – 2.5), 3(3.1 – 3.7), 4(4.1 – 4.7). 

2. Investment Science, David R. Luenberger, Oxford University Press, 1998. 

      Chapters: 1 (1.1 – 1.3), 2(2.1 – 2.5), 3(3.1 – 3.6), 4(4.1 – 4.9), 6. 

 

Reference Books:  

1. Mathematical Models for financial derivatives, Y.K. Kwok- -Springer Verlang.  

      Qualitative Finance, P. Wilmott: - John Wiley, 2000. 

2. Options, Futures and other derivatives, J.C. Hull- - Prentice Hall of India, 2003. 

3. Mathematics for Finance-an Introduction to Financial Engineering, P. Copinsui and T. 

Zastawrian, Springer Verlag. 

4. Financial Calculus, An Introduction to derivative pricing, Martin Baxter and Andrew 

Rennie, Cambridge University Press, First Edition, Ninth Reprint, 2003. 

 



 

MA62146:   MATHEMATICAL EPIDEMIOLOGY                      (4-0-0) 

 

Pre requisite: Ordinary and partial differential equation, Linear  Algebra. 

UNIT-1                                                                                                                     (10 Hours) 

Mathematical   Aspects of Population Epidemiology and some Biological Processes 

described by Ordinary Differential Equations. 

Mathematical modeling in biology, Single Species Models,  Stability and Classification   of 

Equilibrium Points , Relationship between Eigen values and Critical Points. Single –Species 

Models (Non-age Structured), Exponential Growth Model, Effects of Immigration and 

Emigration on Population. Logistic Growth Model, Single –Species Models (Age 

Structured). Continuous-Time Continuous –Age –Scale Population models. The Lotka 

integral Equation, Discrete –Time Discrete –Age –Scale Population Models, Bernardelli, 

Lewis and Leslie  Model.  Density Dependent Model, Two –sex Model s , Continuous –Time 

Discrete –Age Population Model. 

UNIT-2                                                                                                                     (10 Hours) 

Computational Modeling and Programming: 

MATLAB fundamentals,MATLAB ODE solvers for initial value problems,MATLAB ODE 

solvers for boundary value problems, Higher order and system of first order systems of First 

order equations, qualitative  theory for systems of differential equation. 

UNIT-3                                                                                                                     (10 Hours) 

Compartmental Models in Epidemiology:  

Simple Epidemic model,  Models with Demographical Effects, Age of infection Models, 

deterministic Compartmental Models: extensions of Basic  Models: Vertical Transmission 

Kermac –McKendrick SIR Model, SEIR Model , Immigration of Infectives, General 

Temporary Immunity.  

UNIT-4                                                                                                                     (10 Hours) 

Calculation of Basic reproduction in Compartmental Models 

The Basic Reproduction Number Ὑ, Ὑ and the Local Stability of the Disease-Free 

Equilibrium, Ὑ and the Global  Stability of the Disease-Free Equilibrium, 

UNIT-5                                                                                                                     (10 Hours) 

An Introduction to Stochastic Epidemic Models 

Formulation of DTMC Epidemic Models, Formulation of CTMC Epidemic Models, 

Formulation of SDE Epidemic Models, Properties of Stochastic SIS and SIR epidemic 

Models, Epidemic models with Variable population Size. 

Text Book: 

T1: Bio Mathematics, Bhupendra Singh and Neenu Agarwal. Krishna Prakashan Media (P) 

Ltd.  

      Chapters-1:  1.3-1.15, 2.1-2.9, 3.1-3.2(3.2.1-3.2.3), 3.3, 3.5,3. 6 

T2: Differential Equations with MATLAB® (Second Edition), Brian R. Hunt,Ronald L. 

Lipsman,John E. Osborn, Jonathan M. Rosenberg. John Wiley & Sons, INC. 



      Chapters-3, 5 ,6,7,13,14. 

T3: Mathematical Epidemiology: Mathematical Biosciences Subseries, Fred Brauer, Pauline 

van den Driessche, Jianhong wu. Springer 

            Chapters: 2,3,5,6 

Reference Books: 

1. Mathematical Biology: An Introduction, Third Edition J.D. Murray, Springer. 

2. Dynamical Modeling and Analysis of  Epidemics, edited by Zhien Ma, Xi’an Jiaotong 

University, China & Jia Li University of Alabama in Huntsville, USA, World 

Scientific. 

3. Biomathematics Modeling and simulation, J C Mishra, iit KGP, World Scientific. 

4. Getting Started with MATLAB , RUDRA PRATAP Department of Mechanical 

Engineering Indian Institute of Science, Bangalore, New York · Oxford OXFORD 

UNIVERSITY PRESS. 

5. Mathematical Biology An Introduction with Maple and Matlab Second Edition, 

Ronald W. Shonkwiler , James Herod ,Springer. 

 

Course Outcomes: Students will be  

CO1:  solve biological and biomedical problems using mathematics. 

C02: do research on cutting edge of mathematical biology.  

CO3:  applied in computer security . 
 

MA62147: SOFTWARE ENGINEERING (4-0-0) 

Unit –1                                                                                                                         (10 HOURS)  

Evolution and impact of Software engineering, software life cycle models; Feasibility study, 

Functional and Non-functional requirements, Requirement analysis and specification.  

 

Unit – 2                                                                                                                        (10HOURS) 
Basic issues in software design, modularity, cohesion, coupling and layering, function-oriented 

software design, object modeling using UML,  

 

Unit – 3                                                                                                                        (10HOURS) 
 

Object-oriented software development, user interface design. Coding standards and Code review 

techniques.  

 

Unit 4                                                                                                                           (10HOURS) 
Fundamentals of testing, White-box, and black-box testing, Test coverage analysis and test case 

design techniques, mutation testing, Static and dynamic analysis, Reliability and Quality 

management, ISO and SEI CMMI, PSP and Six Sigma. Computer aided software engineering.  

 

Unit 5                                                                                                                           (10 HOURS) 

Software maintenance and Software reuse.  
 

Text Book :  
Fundamentals of Software Engineering, Rajib Mall,  PHI, 4th  Edition, 2014.  

Chapters – 1(1.1), 2, 4 - 9, 10(10.1, 10.2, 10.4, 10.7, 10.8, 10.10), 11-14 

 

Reference Books:  

1, Software Engineering, . Ian Sommerville, Pearson Education Inc., New Delhi, 8
th 

Edition, 

2007.  

2. Software Engineering: A Practitioner’s Approach, Roger S. Pressman, McGraw-Hill 

Education (Asia), Singapore, 7
th 

International Edition.  



3. Software Engineering, Shari Lawrence Pfleeger, Joanne M. Atlee, Pearson Education, Inc. 

New Delhi, 3
rd 

Edition, 2006.  

4. Software Engineering, Pankaj Jalote,  Wiley India Pvt. Ltd., New Delhi, First Edition, 

2009. 

MA62148: Embedded System (4-0-0) 

Unit –1                                                                                                                  (10 HOURS)  

Introduction: Features of Embedded systems, Design matrices, Embedded system design 

flow, SOC and VLSI circuit. ARM: An advanced Micro Controller, Brief history, ARM 

pipeline, Instruction Set Architecture (ISA): Registers, Data Processing Instructions, Data 

Transfer Instructions, Multiplications instructions, Software interrupt, Conditional execution, 

branch instruction, Swap instruction, Modifying Status Registers, THUMB instructions. 

 

Unit –2                                                                                                                   (10 HOURS)  

Digital Signal Processors: Architecture of Digital Signal Processors, High Speed Data 

Access, Fast Computation, Higher Accuracy, Fast Execution Control, C6000 Family of 

DSPs. 

Field Programmable Gate Arrays: Field Programmable Devices, Programmability of FPGA, 

FPGA Logic Block Variations, FPGA Design Flow, Modern FPGAs. 

Unit –3                                                                                                                   (10 HOURS)  

Interfacing: serial Peripheral Interface (SPI), Inter-Integrated Circuit (IIC), RS-232C, RS-

422, RS-485, Universal Serial Bus (USB), Infrared Communication-IrDA, Controller Area 

Network-CAN, Bluetooth. 

Real-Time Operating System: Types of Real-time Tasks, Task Periodicity, Task Scheduling, 

Classification of Scheduling Algorithms, Clock Driven Scheduling, Event Driven 

Scheduling, Resource Sharing, Commercial RTOs. 

 

Unit –4                                                                                                                   (10 HOURS)  

Specification Techniques: State Chart, Specification and Description Language (SDL), Petri 

Nets, Unified Modelling Language (UML). 

Hardware-Software Cosimulation: Dimensions in Cosimulation, Cosimulation Approaches, 

Typical Cosimulation Environment. 

 

Unit –5                                                                                                                   (10 HOURS)  

Hardware-Software Partitioning: Partitioning Using Integer Programming, Extended 

Kernighan-Lin Heuristic, Partitioning Using Genetic Algorithm, Partitioning Using Particle 

Swarm Optimization (PSO), Extended Partitioning Problem, Power Aware Partitioning on 

Reconfigurable Hardware. 

Functional Partitioning and Optimization: Functional partitioning, High-level Optimization. 

 

Text Books:  

1. Embedded System Design, Santanu Chattopadhay, PHI, Second Edition, 2013 

Chapters 1 to 10. 

Reference Books:  

1. Embedded System Architecture, Programming and Design, Raj Kamal, TMH, 2006. 

2. Hardware Software Co-design of Embedded Systems, Ralf Niemann, Kulwer Academic.  

3. Embedded Real Time System Programming, Sriram V Iyer, Pankaj Gupta, TMH.  



MA62149: Mobile Computing (4-0-0) 

Unit –1                                                                                                                         (10 HOURS)  

Introduction: Mobility of Bits and Bytes, Wireless-The-Beginning, Mobile Computing, Dialogue 
Control, Networks, Middleware and Gateways, Applications and Services (Contents), Developing 
Mobile Computing Applications, Security in Mobile Computing, Standard Bodies, Players in Wireless 
Space. 

Mobile Computing Architecture: Architecture for Mobile Computing, Three-Tier Architecture, Design 
Considerations for Mobile Computing, Mobile Computing through Internet, Making Existing 
Applications Mobile-Enabled. 
Unit –2                                                                                                                         (10 HOURS)  

Mobile Computing through Telephony: Multiple Access Procedures, Mobile Computing through 
Telephone, Developing an IVR Application, Voice XML, Telephony Application Programming Interface 
(TAPI). 

Emerging technologies: Bluetooth, Radio Frequency Identification (Rfid), Wireless Broadband 
(Wimax), Mobile IP, Internet Protocol Version 6 (IPv6), Java Card. 

Global System for Mobile Communications (GSM): GSM Architecture, GSM Entities, Call Routing in in 
GSM, PLMN Interfaces, GSM Addresses and Identifiers, Network Aspects in GSM, GSM Frequency 
Allocation, Authentication and Security. 

  

Unit –3                                                                                                                                         (10 HOURS) 

Short Message Service (SMS): Mobile Computing Over SMS, Value Added Services  through SMS, 
Accessing the SMS Bearer. 

General Packet Radio Service (GPRS): GPRS and Packet Data Network, GPRS Network Architecture, 
GPRS Network Operations, Data Services in GPRS, Applications for GPRS, Limitations of GPRS, Billing 
and Charging in GPRS.  

Unit –4                                                                                                                                         (10 HOURS) 

 Wireless Application Protocol (WAP): WAP, MMS, GPRS Applications. 

CDMA and 3G: Spread-Spectrum Technology, Is-95, CDMA versus GSM, Wireless Data, Third 
Generation Networks, Applications on 3G. 

Unit –5                                                                                                                                         (10 HOURS) 

Wireless LAN: Wireless LAN Advantages, IEEE 802.11 Standards, Wireless LAN Architecture, Mobility 
in Wireless LAN, Deploying Wireless LAN, Mobile Ad Hoc Networks and Sensor Networks, Wireless 
LAN Security, Wifi versus 3G. 

Text Books:  

1. Ashoke K Talukder, Roopa R Yavagal, Mobile Computing Technology, Applications and 
Service Creation, Tata McGraw-Hill Publishing Company Limited, New Deldhi, 2007. 
Chapters-1, 2 (2.3-2.8), 3(3.2-3.6), 4(4.2-4.7), 5, 6, 7, 8, 9, 10.  

 

Reference Books:  

1. J. H. Schiller. Mobile Communications. Addison Wesley, 2000.  

2. A. Mehrotra. GSM System Engineering. Artech House, 1997.  

3. Charles Perkins. Mobile IP. Addison Wesley, 1999.  

4. Charles Perkins (ed.) Adhoc Networks. Addison Wesley, 2000 Relevant RFCs, internet drafts and 
research papers.  

5. Prashant Kumar Patra, Sanjit Kumar Dash, Mobile Computing, SCITECH, Second Editon, 2012. 

 



 

MA62150: Wireless Sensor Network  (4-0-0) 

Unit –1                                                                                                                         (10 HOURS)  

Introduction, Basic Overview of the Technology, Range of Applications, WSN Applications,  Sensor, 
Node Technology, Sensor Taxonomy, WN Operating Environment, WN Trends.   
 

Unit –2                                                                                                                         (10 HOURS)  

 Radio Technology Primer, Available Wireless Technologies, Fundamentals of MAC Protocols, MAC 
Protocols for WSNs, Sensor MAC Case Study, IEEE 802.15.4 LR-WPANs Standard Case Study. 
 

Unit –3                                                                                                                         (10 HOURS)  

Data Dissemination and Gathering, Routing Challenges and Design Issues in Wireless Sensor 
Networks, Routing Strategies in Wireless Sensor Networks, Traditional Transport Control Protocols, 
Transport Protocol Design Issues, Existing Transport Control Protocols, Performance of Transport 
Control Protocols. 

 
Unit –4                                                                                                                          (10 HOURS)  

WSN Middleware Principles, Middleware Architecture, Existing Middleware, Network Management 
Requirements, Traditional Network Management Models, Network Management Design Issues, 
Examples of Management Architecture, Other Issues Related to Network Management. 

 

Unit –5                                                                                                                          (10 HOURS)  

Operating System Design Issues, Examples of Operating Systems, WSN Design Issues, Performance 
Modeling of WSNs, Simple Computation of the System Life Span.  

 

Text Books:  

1. Wireless Sensor Networks: Technology, Protocols, and Applications: Kazem Sohraby, Daniel 
Minoli, Taieb Znati , Wiley India Edition, 2010. 
Chapters: 1 to 11. 

Reference Books:  

1. Wireless Sensor Networks: Architectures and Protocols: Edgar H. Callaway, Jr. Auerbach 
Publications, CRC Press.  

2. Wireless Sensor Networks: Edited by C.S Raghavendra, Krishna M, Sivalingam, Taieb Znati , 
Springer. 

3. Networking Wireless Sensors: Bhaskar Krismachari, Cambridge University Press 

4. Distributed Sensor Networks: A Multiagent Perspective, Victor Lesser, Charles L. Ortiz, and Milind 
Tambe, Kluwer Publications. 

5. Wireless Sensor Networks: An Information Processing Approach- by Feng Zhao, Leonidas Guibas , 
Morgan Kaufmann Series in Networking 2004. 

 

MA62151: Digital Image Processing and Analysis (4-0-0) 

Unit –1                                                                                                                         (10 HOURS)  

Digital Image Fundamentals, Orthogonal Transforms: Fourier, Discrete Cosine and Sine Transforms, 
Hartley Transform, Walsh-Hadamard Transform, Haar Transform, Slant Transform, Karhumen-Loeve 
Transform, Singular Value Decomposition, Probability and Statistics, Fuzzy Sets and Properties, 
Mathematical Morphology.  
 



Unit –2                                                                                                                         (10 HOURS)  

Brightness Adaptation and Contrast, Acuity and Contour, Texture and Pattern Discrimination, Shape 
Detection and Recognition, Perception of Colour, Model of Perceptual Processing. Geometric Model, 
Photometric Model, Sampling, Quantization, Visual Detail in the Digital Image, Digital Image, 
Elements of Digital Geometry.   

Unit –3                                                                                                                                       (10 HOURS) 

Image Enhancement: Contrast Intensification, Smoothing, Image Sharpening. 

Restoration:  Minimum Mean-square Error Restoration, Least-Square Error Restoration, Constrained 
Least-square Error Restoration, Restoration by Singular Value Decomposition, Restoration by 
Maximum a Posterior Estimation, Restoration by Homomorphic Filtering.  

Unit –4                                                                                                                                       (10 HOURS) 

Image Compression: Error Criterion, Lossy Compression, Loss-less Compression. 

Registration: Geometric Transformation, Sterio Imaging,  

Unit –5                                                                                                                                       (10 HOURS) 

Multi-Valued Image Processing: Processing of Colour Images, Processing of Satellite Images, Medical 
Image Processing. 

Segmentation: Region Extraction, Pixel-based Approach, Multi-level Thresholding, Local 
Thresholding, Region-based Approach.   

TEXT BOOKS:  

1. B. Chanda, D.D. Majumder, Digital Image Processing and Analysis, Prentice Hall, 2009. 

    Chapters: 1 to 11. 

REFERENCE BOOKS: 

1. R.C. Gonzalez, R.E. Woods, Digital Image Processing, Pearson Prentice Hall, 2007.  

2. W.K. Pratt, Digital Image Processing (Fourth Edition), John Wiley & Sons, Inc., 2007  

3. A.K. Jain, Fundamentals of Digital Image Processing, Prentice Hall, 1988. 

 

MA62152: Cloud Computing  (4-0-0) 

Unit-1: Overview of Computing Paradigm:                       [10 Hrs] 

Recent trends in Computing: Grid computing, Cluster computing, Distributed computing, 

Utility computing, and Cloud computing. 

 

Unit-2: Introduction to Cloud Computing                                                    [10 Hrs] 

 Introduction to Cloud Computing: Cloud Computing (NIST Model), History of Cloud 

Computing, Cloud service providers, Properties, Characteristics & Disadvantages.  

Cloud Computing Architecture: Cloud Computing Stack:  Working of Cloud 

Computing, Role of Networks in Cloud computing, Protocols used, Role of Web services. 

Service Models: Infrastructure as a Service (IaaS), Platform as a Service (PaaS), Software as 

a Service (SaaS).  

Deployment Models: Public, Private, Community and Hybrid Clouds. 

 

 

 



Unit-3: Data Center Servers and Virtualization                                           [10 Hrs]                                                                                                                                                

Data Center Design: DC Topology, Scale and Management.  

Data Center Server: Server Building Blocks, Server Availability, Server Security. 

Data Center Virtualization: Data Center Virtualization Overview, Virtualization Availability, 

Virtualization Server Hierarchy, Functions and Benefits, Virtualization Performance. 

 

Unit-4:  Data Center Networking                                                                   [10 Hrs] 

Data Center Network Requirements, Architecture, Design Factors for Data Center Networks, 

Virtual Ethernet, Data Center Routing, Addressing, Transport layer protocols. 

Network Virtualization: Virtualization Technologies for the Data Center Network: Switching 

techniques, Traffic patterns, Network Node virtualization, Virtual Network Services.  

Server virtualization software: VMware VSphere, Features and Components of VMware 

VSphere, VSphere e Solutions to Data Center Challenges. 

Unit-5:   Virtual Machine Management                                                          [10 Hrs] 

Virtual Machine Management: Configuration, Placement and Resource Allocation. Creating 

and Configuring Hyper-V Network Virtualization, Overview of Backup and Restore Options 

for Virtual Machines, Protecting Virtualization Infrastructure by Using Data Protection 

Manager.  

Power efficiency in Virtual Data centers, Fault Tolerance in Virtual Data Centers, Resource 

Scheduling, Performance.  

 

Text Books: 

T1. Windows Server 2012 Hyper-v Installation and Configuration Guide,  Aidan Finn, , 

Patrick Lownds , Michel Luescher , Damian Flynn , John Wiley and Sons. 

T2.  IT Infrastructure and Its Management: Phalguni Gupta and Surya Prakash,Tata McGraw-

Hill, 2009. 

T3. Cloud Computing: Concepts, Technology & Architecture, Thomas Erl, Ricardo Puttini, 

Zaigham Mahmood, Prentice Hall, 2013 

 

Reference Books: 

R1.  IBM Data Center Networking: Planning for Virtualization and Cloud Computing, 1st 

Edition (May 2011). 

R2.  Data Center Networks: Topologies, Architectures and Fault-Tolerance  Characteristics, 

By Yang Liu, Jogesh K Muppala, Malathi Veeraraghavan, Dong Lin, Mounir Hamdi, 

Springer. 

R3.  Mastering in Cloud Computing: R.Buyya, Christian Vecchiola, and Thamarai Selvi , 

Tata McGraw Hill Education Private Limited, India, ISBN-13: 978-1-25-902995-0 

R4. Data Communications and Networking: Behrouz A. Forouzan, Tata McGraw-Hill, 4th 

Edition. 

 

  

https://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22Thomas+Erl%22
https://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22Ricardo+Puttini%22
https://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22Zaigham+Mahmood%22


MA62153: Data Mining  (4-0-0) 

Unit I: Data Mining and Pre-processing           (10 Hrs)  

Introduction: 
Need of Data Mining, Knowledge Discovery in Database (KDD), Architecture of Data 

Mining System; Data Objects and Attribute Types, Statistical Description of Data, Data 

Visualization 

Data Preprocessing: 

Introduction to Data mining, Data mining Functionalities, Data preprocessing (data 

summarization, data cleaning, data integration and transformation, data reduction, data 

discretization) 

 

Unit 2: Mining Frequent Patterns, Association and Correlations                            (10Hrs)  
Frequent Itemset Mining: 

Interesting Item Set Mining, Market Basket Analysis, Generating Association Rules, Apriori 

Algorithm, A pattern growth approach for mining frequent item set, Mining frequent item-

sets using vertical data, Evaluation of Association Patterns, From Association Analysis to 

Correlation Analysis 

 

Unit3: Classification and Prediction                                                                 ( 10 Hrs)  

Classification: 
Decision Tree Classifier, Rule Based Classification, Bayesian Classification, Neural Network 

Classification: Back Propagation Algorithm, Lazy Learner: KNN Classifier, Support Vector 

Machine  Classifier Accuracy Measures, Techniques for Evaluating Classifier Accuracy, 

Ensemble Methods, Multiclass Problem. 
Prediction: 

Linear, Non-Linear Regression.  

 

Unit 4: Clustering and Outlier Detection          (10 Hrs)  

Cluster Analysis: 

Categories of Clustering methods, Different Types of Clusters, Partitioning methods: k-Means, k-

Medoids; Hierarchical Clustering Methods: BIRCH, Chameleon; Grid Based Methods: STING; 

Density based Clustering: DBScan, Cluster Evaluation 

 Outlier Analysis:  

Types of outlier, Proximity based approach: distance based, Density based approach 

 

Unit 5: Advanced Topics in Data Mining                           (10 Hrs)                  

Web Mining: Introduction, Web Mining, Web Content Mining, Web Structure Mining, Web 

Usage Mining, Text Mining, Unstructured Text, Episode Rule Discovery for Texts, 

Hierarchy of Categories, Text Clustering. 

 Temporal and Spatial Data Mining: Introduction, What is Temporal Data Mining? , 

Temporal Association Rules, Sequence Mining, The GPS Algorithm, SPADE, SPRITE, 

WUM, Episode Discovery, Event Prediction Problem, Time-Series Analysis, Spatial Mining, 

Spatial Mining Tasks, Spatial Clustering, Spatial Trends, Conclusion. 

 

Text Books  

1. “Data Mining: Concepts and Techniques”,  Jiawei Han and Micheline Kamber, Morgan Kaufman, 

ISBN 978-81-312-0535-8, 2nd Edition. 

2.  “Data Mining Techniques”, Arun K Pujari, 4st Edition,University Press, 2016. 

 

 



Reference Books  

1. “Data Mining and Analysis: Fundamental Concepts and Algorithms”, Mohammed J. Zaki, 
Wagner Meira Jr., Cambridge University Press. 

2.  “Mastering Data Mining: The art and science of customer relationship management”, M Berry 

and G. Linoff, John Wiley, ISBN 9971-51-369-2, 2001 Edition. 

3. “Data Mining : Theory and Practice” , Soman K P,  Diwakar Shyam, Ajay V, New Delhi,  
Prentice Hall Of India,  ISBN 81-203-2897-3, 2006 Edition. 

4. “Introduction to Data Mining”, Pang-Ning Tan, Vipin Kumar, Michael Steinbach, Pearson 2014.  

5.  “Data Mining Introductory and advanced topics” , Margaret H Dunham, 6th Edition, Pearson 

Education, 2009. 

 


